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Abstract

The increasing popularity of smartphones with their embedded sensing capability and the availabil-

ity of new application distribution channels, such as, the Apple AppStore and the Google Android

Market, is giving researchers a unique opportunity to deploy mobile sensing applications at unprece-

dented scale and collect sensor data way beyond the boundaries of traditional small-scale research

laboratory deployments. This thesis makes a number of contributions to smartphone sensing by

introducing new sensing models, algorithms, applications, and systems.

First, we propose CenceMe, the first large-scale personal and social sensing application for

smartphones, which allows users to share their real-time “sensing presence” (i.e., activity and con-

text) with friends using the phone, web, and social network sites (i.e., Facebook, Myspace, Twit-

ter). CenceMe exploits the smartphone’s onboard sensors (viz. accelerometer, microphone, GPS,

Bluetooth, WiFi, camera) and lightweight, efficient machine learning algorithms on the phone and

backend servers to automatically infer people’s activity and social context (e.g., having a conversa-

tion, in a meeting, at a party). The development, deployment, and evaluation of CenceMe opened

up new problems also studied in this dissertation.

Sensing with smartphones presents several technical challenges that need to be surmounted; for

example, the smartphone’s sensing context (i.e., the position of the phone relative to the event be-

ing sensed varies over time) and limited computational resources present important challenges that

limit the inference accuracy using phones. To address thesechallenges, we propose an “evolve-

pool-collaborate” model that allows smartphones to automatically adapt to new environments and

conduct collaborative sensing among co-located phones resulting in increased robustness and clas-

sification accuracy of smartphone sensing in the wild. We call this system, Darwin Phones.

The final contribution of this dissertation explores a new mobile sensing application called VibN,

which continuously runs on smartphones allowing users to view live feeds associated with hotspots

in a city; that is, what is going on at different locations, the number of people and demographics,

and the context of a particular place. VibN addresses a number of critical problems to the suc-

cess of smartphone sensing, such as, running continuous sensing algorithms on resource limited

smartphones, resolving privacy issues, and developing a sensor data validation methodology for

applications released via the app stores (i.e., validatingsensor data and identifying patterns without

any notion of ground truth evidence). Such a methodology is crucial to the large-scale adoption of

smartphone sensing in the future.

Smartphone sensing is an emerging field that requires significant advances in mobile computing,

machine learning, and systems design. It is an exciting areaof research that is cross-disciplinary and

likely to touch on many application areas and scientific domains moving forward. The work pre-

sented in this dissertation identifies new problems and solutions that help advance our understanding

in what is now a fast-moving area of research.
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Chapter 1

Introduction

1.1 Overview

Smartphones are becoming more and more central to our everyday lives. While early mobile phones

were designed to primarily support voice communication, technological advances helped reduce the

“gap” between what we consider conventional phones and computers. As this technological divide

further diminished, a new paradigm is fast emerging: peopleare beginning to replace their personal

computers with smartphones. The mobility and power afforded by smartphones allow users to in-

terface more directly and continuously with them more than ever before. Smartphones represent the

first truly ubiquitous mobile computing device. A critical component that opens up smartphones to

new advances across a wide spectrum of applications domainsis founded on the embedded sensors

in these devices. Sensor enabled smartphones are set to become even more central to people’s lives

as they become intertwined with existing applications suchas social networks and new emerging

domains such as green applications, recreational sports, global environmental monitoring, personal

and community healthcare, sensor augmented gaming, virtual reality, and smart transportation sys-

tems. As such, the global density of smartphones will provide ground breaking ways to characterize

people, communities, and the places people live in as never possible before. These advances are en-

abled not only by embedded sensing, but by a number of other factors as well, including, increased

battery capacity, communications and computational resources (CPU, RAM), and new large-scale

application distribution channels – also called app stores(such as, Apple App Store, Google An-

droid Market, Nokia Ovi Store). By mining large scale sensing data sets from applications deployed

on smartphones through the app stores and using machine learning techniques to analyze the data,

it is now possible to discover patterns and details about individuals and ensembles of people not

possible before [1, 2, 3]. As a result, we can exploit real-time and historical sensing data from

communities of people, making inferences at scale, and advancing the design of new people-centric

sensing systems across many diverse application domains [4, 5, 6, 7, 8, 9].

In this dissertation, we propose a number of models, algorithms, applications, and systems that

advancesmartphone sensingor mobile phone sensing [10]. By relying on an ever expandingset

of embedded smartphone sensors (e.g., accelerometer, microphone, digital compass, GPS, gyro-
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scope, camera, light sensor) rather than specialized sensors [11, 12], and exploiting the ubiquity of

smartphone usage, it is possible to characterize people’s microcosmos, i.e., activity, context, and

surroundings characteristics at very fine grained levels, both in space and time. We callsensing

presence[13, 14] the result of inferring a personal status (e.g., walking, jogging, meeting friends),

disposition (e.g., happy, sad, doing OK), habits (e.g., at the gym, coffee shop today, at work) and sur-

roundings (e.g., noisy, music, lots of people around) usingsmartphone’s sensors. We first highlight

the challenges of developing inference and machine learning algorithms for a continuous sensing

application called CenceMe [13] deployed on off-the-shelfsmartphones. We inject sensing presence

into popular social networking applications such as Facebook, MySpace, and Twitter to foster new

levels of “connection” and implicit communication (albeitnon-verbal) between friends in social

networks [13, 14]. Next, we propose a novel distributed computing and collaborative framework to

deal with the uncertainty of running inference on smartphones at scale in the wild [15]. We propose

a way to validate inference labels collected from the wild where ground evidence is unavailable

[16]. Such a validation methodology is a key step to ensuringthat the data collected from the wild

is reliable and thrustworthy.

1.1.1 Smartphone Sensing

Since Mark Weiser’s vision over two decades ago [17] of how the world would change with the in-

troduction of ubiquitous computing, there has been significant progress towards his vision. Context

aware computing and smart wearables [18, 19, 20, 21, 22], wireless sensor networks [23, 24, 25], ac-

tivity recognition using wearables [11, 26, 27, 28, 29, 30],and Human-Computer Interaction (HCI)

[31, 32, 33, 34] are just examples of technologies that have spun off the ubiquitous computing idea.

The Smartphone: a Computer with Sensors.Recent technology advances and miniaturiza-

tion have accelerated the convergence between mobile phones and powerful computers facilitating

the development of the smartphone technology. Smartphonescomputation and storage capabilities

are ever growing while integrating a suite of sensors (accelerometer, microphone, GPS, WiFi, dig-

ital compass, gyroscope, and, in the future, air quality andchemical sensors [35]). Although many

of these sensors have been mainly introduced to drive the device user interface, by taking advantage

of smartphones’ computational power and sensing capabilities, and their tight coupling with users’

daily lives, smartphones can become very compelling platforms to replace the custom designed

sensors that researchers have previously adopted to recognize users’ activities and context [11, 12].

This new approach, proposed in the CenceMe project [13, 14],where smartphone’s onboard sen-

sors data is interpreted through lightweight machine learning algorithms running on the smartphone

itself, is giving rise to a new area of research calledsmartphone sensing[10]. The use of these

devices for researchers and developers is also facilitatedby the availability of free downloadable

software development kits to program them. However, the programmability of these platforms is

not the only quality that makes smartphones compelling.

The App Stores. The real game changer is the introduction of large scale application dis-

tribution systems – or app stores – (such as, Apple App Store,Google Android Market, Nokia
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Ovi), which, for the first time, allow researchers to exploreresearch ideas beyond the boundary

of their laboratories, and to validate theories at a very large scale. Sensor-enabled smartphones

are becoming a mainstream platform for researchers to collect information-rich data because these

devices allow the characterization of human activity and context at unprecedented scale and in a

pervasive manner [36, 37, 38, 39]. Smartphone sensing facilitates the growth of new classes of

applications in the social [14] and utility sphere [40, 41],green and environmental monitoring do-

mains [42, 43, 44, 35], healthcare [45, 46], augmented reality [47], smart transportation systems

[48, 49, 50], and virtual worlds [51, 52, 53].

Smartphone Sensing Today and Tomorrow. This dissertation contributes to spearheading

the emerging area of smartphone sensing, identifying some of the key challenges and proposing

solutions in order to overcome them. Through large scale application deployments and one of the

first implementations of learning algorithms on off-the-shelf smartphones with CenceMe [13, 14],

we highlight some of the challenges in running mobile sensing applications on smartphones. These

challenges span from smartphone programmability, to mobility, the need to preserve the phone user

experience, the need to achieve classifier accuracy in the wild and to mitigate the sensing context –

that is, the position of the phone carried by a user (e.g., in the pocket, in the hand, inside a backpack,

on the hip, arm mounted, etc.) in relation to the event being sensed.

Early smartphones such as the Nokia N95 [54], equipped with accelerometer and GPS, lacked

efficient software infrastructure to support mobile sensing applications. These limitations were

reflected in inefficient application programming interfaces (APIs) to access some of the phone’s

components, such as the sensors. There were also limitations for implementing efficient resource

management routines, i.e., turn the sensors off when not needed. More recently, iOS, Android,

and MeeGo smartphone operating systems are much more supportive platforms for mobile sensing

application programming. They provide a more complete set of APIs to access the low level com-

ponents of the phone operating system (OS) while taking advantage of more powerful hardware

(CPU and RAM). However, in spite of the OS and hardware improvements, there are still issues

that limit mobile sensing applications. Smartphone battery capacity is still a bottleneck, reducing

the possibility to run continuous sensing applications. Another issue is represented by unpredictable

or undesirable behavior for some of the sensors. Smartphones’ sensors have been mainly introduced

to enhance the user experience when interacting with the devices, e.g., flipping the user interface

from landscape to portrait mode with the accelerometer. Forthis reason Apple iOS currently shuts

down the accelerometer when an application is pushed to run as background process since there is

no active user interface that needs the accelerometer support. The consequence of this approach

is the impossibility to rely on a continuous accelerometer data stream, which is the foundation for

reliable activity inference. Other limitations for iOS, for example, derive from the limited run-time

control for the developer of the localization engine, a notoriously power hungry sensor. Besides

software impediments, there are other factors that need to be taken into consideration in order to

make a mobile sensing application successful. These are issues related to the sensor data interpre-

tation, inference label accuracy and validation. When a machine learning algorithm is deployed to
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run in the wild without supervision, the lack of ground truthevidence calls for mechanisms that

associate, for example, a validation weight to the inference labels in order to provide a certain confi-

dence about the trustworthiness of the inferred labels. Also, the variation of the smartphone sensing

context degrades the quality of the inference (this is the case for mobile sensing applications ex-

ploiting the microphone for audio sensing for example, which is negatively impacted by the phone

being in a user’s pocket or backpack). There is a need to design inference schemes that are reliable

and boost the inference results of applications running in the wild. Although they have increas-

ingly powerful hardware platforms, smartphones still havelimitations in running computationally

intensive algorithms, such as the learning phase of a machine learning technique. External, more

powerful support, e.g., cloud computing, could be exploited to mitigate this problem.

Smartphone Sensing Application Requirements.When designing mobile sensing applica-

tions it is paramount to make sure the aforementioned issuesare properly addressed. However,

this can be done successfully only by meeting the tradeoff ofthree important and contrasting met-

rics: inference fidelity, inference responsiveness, andresource usage. Inference fidelity reflects the

accuracy of the inferred labels. Inference responsivenessrefers to the time needed to compute the

inference labels, while resource usage is a parameter that quantifies the impact of the mobile sensing

application on the smartphone CPU, RAM, and battery life. Recent work proposes early solutions

to accommodate this tradeoff in the context of location and activity recognition [55, 56, 57, 58, 59].

Privacy and Trust. Privacy and security are very sensitive issues for continuous and pervasive

sensing applications that infer user’s activity, context,and surrounding conditions. Solutions to

protect users’ privacy for smartphone sensing applications have been proposed [60, 61, 62, 63].

There is also a need to take into account the risk of maliciousdownloaded applications that hack

into user’s data stored on the device [64].

Opportunistic Sensing. The work in this dissertation is founded on an opportunisticsensing

paradigm [4, 6], where the user is not an active participant of the sensing process (i.e., actively taking

a sensor reading). In this case, sensing happens automatically and continuously when the system

determines that the sensing context is right for sensing. Our opportunistic sensing approach can be

differentiated by a participatory sensing system, where instead the user is asked to participate in the

sensing process by actively triggering or reporting the sensor readings from the mobile devices [7].

1.1.2 Problem Statement

A major research focus of the pervasive, ubiquitous computing, and sensor networking community

is sensing user’s activity, context, and surroundings, e.g., sensing presence [13], to realize mobile

sensing applications in different domains, such as social networking, gaming, green transportation,

and health care.

Lack of Scalability Using Wearables. The main challenge to the success of these appli-

cations is the lack of scalability of any of the solutions requiring the instrumentation of places

with ad-hoc sensors or customized wearables to sense users’activity, context, and the environment

[65, 66, 67, 68, 69, 70, 12, 27, 11, 29]. Both large monetary cost to deploy and maintain infras-
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tructures and the need for incentives to motivate people to wear specialized sensors, along with the

possibility of realizing only small-scale deployments, have been the main barriers to the popularity

of pervasive and ubiquitous computing applications and systems at scale. The increasing popular-

ity of smartphones and their computational capabilities, along with the array of sensors mounted on

them, have become a game changer for both researchers and application developers: there is no need

anymore to rely on custom infrastructures to infer users’ context and activities because of the pos-

sibility to exploit the pervasiveness of smartphones whiletaking advantage of their computational

and sensing capabilities.

Our work is one of the first approaches that identifies the smartphone as the fulcrum of the mo-

bile computing revolution and sensing presence inference.We do so by bringing intelligence to the

phone and inferring sensing presence on the move from the device’s onboard sensors. While in some

early work researchers [71, 72] and industry players [73] realized the centrality of smartphones to

deliver context-aware applications, they either relied onbody-worn sensors interfacing with mobile

phones [71] or on a set of logic rules that combined the input from the phone’s GPS, phone usage

patterns (idle/active, battery charging, frequency of made and received calls, SMS usage), and Blue-

tooth proximity detection to identify the user’s context [72]. For the first time, we bring intelligence

to off-the-shelf smartphones to compute a user’s sensing presence going beyond simple heuristic

rule-based approaches and mere user-driven input. We deploy machine learning techniques on the

phone itself that derive the sensing presence automatically and transparently to the user by sourcing

data from the smartphone’s onboard sensors, such as the accelerometer, microphone, GPS, WiFi,

Bluetooth, gyroscope, and magnetometer.

Machine Learning Limitations on Smartphones. Many challenges arise from bringing ma-

chine learning to smartphones. Most of the known machine learning algorithms to date have been

designed to run on powerful computers and do not adapt well toresource constrained devices such as

smartphones. It is important to design mobile sensing applications for smartphones while meeting

the phone user experience requirements, e.g., the ability to make and receive calls, an acceptable

battery duration and the tradeoff between inference fidelity, inference responsiveness, and phone

resource usage (where inference fidelity reflects the inferred labels accuracy. Inference responsive-

ness refers to the time needed to compute the inference labels, while resource usage is a parameter

that quantifies the impact of the mobile sensing applicationon the smartphone CPU, RAM, and

battery life). It is also necessary to identify new machine learning algorithms that are less resource

demanding and suitable for the limited resources availableon smartphones. When analyzing sensor

data to infer a user’s sensing presence it is fundamental to protect the privacy of the user. One way

to meet this requirement is to operate as much as possible on the smartphone for feature extraction

without exposing the raw data to the external world, and communicating only the features or the

result of the inference to external entities. To reduce the impact on the battery consumption, lo-

cal feature extraction and some on-the-phone data pre-processing is also required to minimize the

amount of data to be sent to the servers. Running feature extraction on the phone implies the need

to identify features that require low computation (compared to the complex features extracted on
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server machines), yet are effective to produce accurate machine learning models. These observa-

tions, combined with the facts that battery capacity increase is slower than smartphone computation

growth, and that wireless transmission is one of the main causes of battery drain, demand frame-

works that rely on split techniques that distribute and tradeoff local (on the device) versus remote

(on the server) computation. For this reason, a split-levelcomputation/classification approach is

needed, whereby part of the tasks – cheap in terms of computation – can run on the phone while

more resource-intensive routines – such as training a learning algorithm – are offloaded to servers.

Our split-level computation approach differs from techniques that completely rely on the external

cloud computing support and envision only thin clients on the phone itself [74].

Mobility and Sensing Context.There are other challenges that need to be addressed in orderto

build reliable smartphone sensing applications. One is thesensing context problem, i.e., the position

of the phone carried by a person (e.g., in the pocket, in the hand, inside a backpack, on the hip, arm

mounted, etc.) in relation to the event being sensed. Mobilephones carried by people may have

many different sensing contexts that limit the use of a sensor, for example: a chemical sensor or the

microphone offer poor sensing quality when buried in a person’s backpack. Another challenge is

the classification model scalability in the wild after it hasbeen trained in a fully supervised manner

before the deployment. Regardless of the richness of the training data used to build a classification

model, in order to adjust to user behavior for best performance tuning, classifiers might need to

be adapted once they are deployed. In order to reduce the burden on application developers to

retrain classifiers in a supervised manner and on users to provide labels, in the Darwin Phones paper

[15] we propose the use of automatic classifier evolution by exploiting semi-supervised learning

techniques. To reduce the impact of the sensing context on the inference accuracy we introduce

classifier cooperation across different co-located smartphones. Moreover, there is a need to preserve

the phone user experience. In order to achieve this goal, we let smartphones pool (or borrow)

classification models from surrounding smartphones or fromthe backend if the classifier is already

available. Thus, we reduce the impact on the smartphone resources (CPU, RAM, and battery) of a

mobile sensing application.

Need for Multi-Modality Sensing. While a multi-modality sensing approach has been demon-

strated to be helpful in different contexts [6, 27, 75, 76, 77, 78, 79], multi-modality sensing is often

necessary in mobile sensing applications to boost the overall sensing presence inference accuracy

and to compensate for the lack of effectiveness of some of thesensors (due to the sensing context

problem for example). We show how this approach boosts the sensing presence inference accuracy

in CenceMe [14], Darwin Phones [15], and Discovery to infer asmartphone sensing context [80].

Deployment at Scale. The application distribution system support in particular(e.g., Apple

App Store, Android Market, Nokia Ovi) is a game changer for the research community, because

it enables the instant deployment of applications onto millions of smartphones and gives the op-

portunity to collect very large data sets from the wild as never possible before. By mining rich,

large-scale data sets, researchers will be able to answer novel research questions. We are given the

opportunity to characterize spaces at a very fine grained level, which is generally impossible without
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burdensome subject polling. Such information may be useful, for example, to help city managers

understand how people exploit urban spaces, resulting in improved urban planning. Alternatively,

physicians may learn the health behavior of a community and use this information for community

health assessment and recommendations. Distributed sensor monitoring and inference can expand

opportunities for automated personal information sharingand for people behavior characterization.

However, when an application is deployed in the wild, there is no inherent method for the developer

to verify whether inferences are meaningful and correct. For instance, if a mobile device reports

that a user’s activity is walking, we lack ground truth to verify that the inference is not the result of

a false positive misclassification. While erroneous classification may be tolerated in leisure appli-

cations, it may not be acceptable for more critical applications, such as those that assess wellbeing

or health. We propose a sensor inference validation methodology where we combine data from

multiple dimensions (microblog, GIS, public reports databases) with different sensing modalities in

order to provide improved confidence about the inferred labels collected in the wild [16].

1.2 Thesis Outline

The proposed smartphone sensing system architectures, algorithms, and applications in this disser-

tation are rigorously evaluated using a combination of simulation, analysis, and experimentation.

Experimental research plays a key role in the work presented. We build small experimental smart-

phone sensing systems in the laboratory, study their behavior in the wild, and apply our findings

toward the construction of larger and more scalable smartphone sensing systems and applications.

By implementing smartphone sensing system architectures,algorithms, and applications on off-the-

shelf smartphones and leveraging large scale application distribution channels such as the Apple

App Store and Google Android Market we discover and highlight the challenges presented by real-

istic mobile sensing system deployments and propose solutions to address them.

An outline of our study follows.

1.2.1 CenceMe: A Mobile Sensing Application to Infer and Share Personal Sensing
Presence

In Chapter 2 we present the design, implementation, evaluation, and user experiences of the CenceMe

application, which represents the first system that combines the sensing presence inference using

off-the-shelf, sensor-enabled mobile phones with the sharing of this information through social net-

working applications such as Facebook, MySpace, and Twitter. We discuss the system challenges

for the development of software on one of the earliest programmable smartphones, i.e., the Nokia

N95 mobile phone, and show the performance of the software onthe Apple iPhone. We present the

design and tradeoffs of split-level classification, whereby personal sensing presence is derived from

classifiers which execute in part on the phones and in part on the backend servers to achieve scalable

inference. We report performance measurements that characterize the computational requirements

of the software and the energy consumption of the CenceMe phone client. We validate the system
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through a user study where 22 users used CenceMe continuously over a three-week period in a cam-

pus town. From this user study we learn how the system performs in a production environment and

what uses people find for a personal sensing system. Smartphones and “app stores” are enabling

the instantaneous distribution of a wide variety of third-party applications to a very large number of

users around the globe with the potential to collect rich, large-scale data sets. This new era repre-

sents a game changer for our research community – one which weare still analyzing and exploiting.

We discuss our experiences in developing, distributing, and supporting the CenceMe deployment at

scale through the Apple App Store.

1.2.2 Darwin Phones: A Distributed and Collaborative Inference Framework for
Smartphone Sensing Support

In Chapter 3 we present Darwin, an enabling technology for smartphone sensing that combines

collaborative sensing and classification techniques to reason about human behavior and context

on mobile phones. Darwin advances smartphone sensing through the deployment of efficient but

sophisticated machine learning techniques specifically designed to run directly on sensor-enabled

smartphones. Darwin tackles three key sensing and inference challenges that are barriers to the

mass-scale adoption of smartphone sensing applications: (i) the human-burden of training classi-

fiers, (ii) the difficulty of performance reliability in different environments (e.g., indoor, outdoor),

and (iii) the need to scale to a large number of phones withoutjeopardizing the “phone experience”

(e.g., usability and battery lifetime). Darwin is a collaborative reasoning framework built on three

concepts: classifier/model evolution, model pooling, and collaborative inference. To the best of

our knowledge Darwin is the first system that applies distributed machine learning techniques and

collaborative inference concepts to mobile phones. Another innovation is a technique to infer the

phone sensing context, that is, the position of the phone carried by a person (e.g., in the pocket, in

the hand, inside a backpack, on the hip, arm mounted, etc.) inrelation to the event being sensed. We

implement the Darwin system on the Nokia N97 platform and Apple iPhone. While Darwin rep-

resents a general framework applicable to a wide variety of emerging mobile sensing applications,

we implement a speaker recognition application to evaluatethe benefits of Darwin. We show ex-

perimental results from eight users carrying Nokia N97s anddemonstrate that Darwin improves the

reliability and scalability of the proof-of-concept speaker recognition application without additional

burden to users.

1.2.3 VibN: A Large-Scale Mobile Sensing Application for People and Place Char-
acterization

In Chapter 4, we discuss a large-scale mobile sensing application to characterize places and com-

munities. The increasing popularity of smartphones, as well as the growth of their distribution

channels, is giving researchers a unique opportunity: the ability to deploy mobile sensing appli-

cations at unprecedented scale and to collect data beyond the boundaries of a research lab. The
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result is an invaluable source of information that, when mined, enables the analysis of personal and

inter-personal behavior, as well as user interaction with spaces. We present VibN, a mobile sensing

application deployed in large scale through the Apple App Store and Android Market. VibN has

been built to determine the “whats going on” around the user in real time by exploiting multiple

sensor feeds. The application allows its users to explore live points of interest in the city by present-

ing real time hotspots from sensor data. Each hotspot is characterized by a demographic breakdown

of inhabitants and a list of short audio clips. The audio clips augment traditional microblogging

methods by allowing users to automatically and manually provide rich audio data about their loca-

tions. VibN also allows users to browse historical points ofinterest and view how locations in a

city evolve over time. Additionally, VibN automatically determines users’ personal points of inter-

est, which are a means for building a user’s breadcrumb diaryof locations where they have spent

significant amounts of time. We present the design, evaluation, and results from the large scale

deployment of VibN through the popular Apple App Store and Android Market. We also discuss a

validation methodology for sensed data gathered in similarlarge scale deployments, where ground

truth evidence is unavailable.

1.3 Thesis Contribution

Herein, we make several broad contributions to the smartphone sensing field, as summarized in the

following.

1. The work in this dissertation contributes to spearheading the emerging area of smartphone

sensing. In Chapter 2 we go beyond the need to employ smart wearables and custom-designed

sensors for people’s activity and context recognition [18,19, 20, 21, 22, 11, 26, 27, 28, 29, 30]

and discuss how we bring, for the first time, intelligence to off-the-shelf smartphones to in-

fer a person’s sensing presence and their microcosmos through a series of machine learning

techniques running on the smartphone itself. We show how to implement lightweight, yet

effective, machine learning algorithms that can operate ona smartphone by relying on the

cloud computing support, according to what we call the split-level computation/classification

approach, to improve the resource efficiency of a learning technique on the smartphone.

We carry out one of the first large-scale smartphone sensing user studies by deploying the

CenceMe application through the Apple App Store, overcoming a number of technical chal-

lenges to run a continuous sensing system on the phone and develop it to a production level

system used simultaneously by thousands of users. We exposethe many challenges aris-

ing from running mobile sensing applications on smartphones, ranging from the need of

efficient duty-cycling sensing and inference techniques, to privacy issues, and the impor-

tance of robust and resilient machine learning classifiers to cope with sensing context and

different individual user behavior. We also discuss the experiences in developing, distribut-

ing, and supporting the CenceMe deployment at scale throughthe Apple App Store. The

CenceMe publications [13, 14] have been widely cited as seminal work in the smartphone
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sensing space by researchers studying privacy and security[61, 81, 82], energy efficient sens-

ing and inference algorithm modeling [55, 56, 58, 59, 83, 84], mobile sensing applications

[40, 41, 42, 48, 50, 85, 34], inference engine toolbox [86], architectures for mobile social

applications [87, 88], middleware [89], and social studies[90].

2. The CenceMe deployments [13, 14] highlight many issues playing against the feasibility of

smartphone sensing applications at scale. Some of the important factors that limit the perfor-

mance of a mobile sensing application are the phone sensing context, the lack of generality of

classification models at the time of training, the need to preserve the phone user experience,

and mobility. In Chapter 3 we present Darwin Phones [15], which introduces a collabora-

tive reasoning framework built on three concepts:classifier model evolution, model pooling,

andcollaborative inference. With its evolve-pool-collaboratemodel, Darwin is the first col-

laborative framework introduced to support mobile sensingapplications at scale. Automatic

classification model evolution using semi-supervised techniques is introduced to tune a clas-

sification model to users with different habits and contextsthan the ones captured in the data

used for training the initial model. Classification model pooling meets the requirement of

preserving the phone user experience and it allows to perform inference quickly during the

short rendezvous time induced by mobility. Mobile phones have the opportunity, when pos-

sible, to pool classification models from co-located phonesor from the backend in order to

save those resources (RAM, CPU, battery) that otherwise would be heavily employed to train

a classification model from scratch. Finally, mobile phonescooperate in the inference phase

to achieve higher classification confidence. Darwin is basedon the idea that multiple phones

classifying an event and sharing their local estimate aboutthe event can lead to better global

classification results. A technique to infer the phone sensing context is proposed.

3. Mobile social applications (e.g., Loopt, Foursquare), review systems (e.g., Yelp), and micro-

blogging services (e.g., Twitter) are gaining popularity.The goal of these applications is to

instantaneously connect people and provide detailed information about places (i.e., points of

interest) and people at any time. However, a drawback of these applications is that the in-

formation provided might change at a slow time scale and therefore become stale quickly.

In Chapter 4 we present VibN, a new mobile sensing application that supports live points of

interest of a city. VibN has been released at scale through the Apple App Store and Google

Android Market. VibN allows the user to view live feeds associated with the hotspots in a

city – i.e., what is going on at different locations, the number of people and demographics

(i.e., sex, age, marital status) and the context of the place(e.g., if it is a club, then what kind

of music is being played). The VibN project is addressing a number of problems related to

capturing and distributing live points of interest, such as: running continuous sensing algo-

rithms on resource limited smartphones, studying the interaction between mobile devices and

cloud servers, resolving privacy issues, and developing a new sensor data validation method-

ology for applications released via app stores. This methodology is needed to validate the
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inferred labels and identify patterns without any notions of ground truth evidence. Such a

methodology is crucial to verifying the reliability of inferred labels collected from large scale

deployments.

We believe that CenceMe, Darwin, and VibN significantly advance the understanding of smart-

phone sensing by proposing some early solutions to solve thechallenges in this new space and by

opening up new research directions.
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Chapter 2

A Mobile Sensing Application to Infer and Share

Personal Sensing Presence

2.1 Introduction

One of the most common text messages people send each other today is “where r u?” followed by

“what u doing?”. With the advent of powerful and programmable mobile phones, most of which

include a variety of sensing components (e.g., accelerometers, GPS, proximity sensors, microphone,

camera, etc.) there is a new way to answer these questions. Inessence, mobile phones can create

mobile sensor networks capable of sensing information thatis important to people, namely, where

are people and what are they doing?

The sensing of people is driving a new application domain that goes beyond the sensor networks

community’s existing focus on environmental and infrastructure monitoring, where people are now

the carriers of sensing devices, and the sources and consumers of sensed events. The expanding

sensing capabilities of mobile phones (e.g., Nokia N95 and Apple iPhone) combined with the recent

interest by the mobile phone vendors and cellular industry in open programming environments and

platforms, typified by the recent release of the Android platform [91] and the Apple iPhone SDK

[92], is accelerating the development of new people-centric sensing applications and systems [5].

In this Chapter, we present the design, implementation, evaluation, and user experiences of the

CenceMe application [13], a new people-centric sensing application. CenceMe exploits off-the-

shelf sensor-enabled mobile phones to automatically inferpeople’s sensing presence (e.g., dancing

at a party with friends) and then shares this presence through social network portals such as Face-

book. We evaluate a number of important system performance issues and present the results from a

user study based on an experiment conducted over a three-week period in a campus town. The user

study included 22 users consisting of undergraduates, graduates, and faculty at Dartmouth College.

We discuss results, experiences, and lessons learnt from the deployment of CenceMe on off-the-

shelf mobile phones. These phones, while fairly powerful computers, present a number of limita-

tions in supporting the demands of a continuous personal sensing application such as CenceMe. We

implement CenceMe on the Nokia N95 phones. Although the N95 is a top-end device with a great
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deal of computation capability, the Symbian operating system and Java Micro Edition (JME) virtual

machine which runs on top of the N95 are rather limiting due tothe fact that they have both been

designed to use small amounts of memory and computational resources. Additional implementation

challenges arise from the fact that manufacturers and operators limit the programmability of mo-

bile phones to preserve the closed nature of their devices and operational networks. For this reason

appropriate certificates purchased from a Certificate Authority are needed, yet are not sufficient for

full deployment of an application such as CenceMe. We show the tradeoffs and discuss the difficul-

ties in implementing an always-on sensing application on the Symbian/JME platform which more

generally is designed to accommodate simple applications such as gaming and calendar plugins.

Contributions of our work include:

• The design, implementation, and evaluation of a fully functional personal mobile sensor sys-

tem using an unmodified mobile phone platform.

• The design of lightweight classifiers, running on mobile phones, which realize a split-level

classification paradigm. We show they have a limited impact on the phone’s functionality.

• Measurements of the RAM, CPU, and energy performance of the classifiers and the CenceMe

software suite as a whole, showing the tradeoff between the time fidelity of the data and the

latency in sharing that data.

• Performance of the CenceMe software on the Apple iPhone as a way to measure the impact

of a mobile sensing application on the popular iPhone device.

• A validation of the CenceMe application through a user study. This is one of the first user

studies that involves a large group of people using a personal sensing application running

on off-the-shelf mobile phones for a continuous period of time. The study provides useful

insights into how people understand and relate to personal sensing technology. The study

offers some suggestions on the further development of people-centric sensing applications.

• Discussion of our experience in developing, distributing,and supporting CenceMe for the

Apple iPhone, first released when the Apple App Store opened in 2008. We had to come

to terms with supporting a fairly complex real-time sensingapplication outside the normal

controlled laboratory setting. Instead of deploying the CenceMe application to a small set of

local users (e.g., 30+ users when we first deployed CenceMe onNokia N95s in 2007) we had

to deal with thousands of users distributed around the world.

In Section 2.2, we present a number of design considerationswhen building an always-on sens-

ing application such as CenceMe on mobile phones. The CenceMe implementation is discussed

in Section 2.3, while in Section 2.4 the phone and backend classifier algorithms are presented. In

Section 2.5, we show the performance of the CenceMe classification algorithms as well as detailed

power, RAM, and CPU measurements. In Section 2.6 we discuss the capability of the Apple iPhone

for supporting mobile sensing applications. In Section 2.7, we present the results of our user study

13



and then in Section 2.8 the experience in developing, distributing and supporting CenceMe through

the Apple App Store. In Section 2.11 we discuss the related work and summarize the Chapter in

Section 2.12.

2.2 Design Considerations

Before describing the implementation of the CenceMe application on the phone and backend servers,

we first discuss the system development challenges encountered when implementing an application

such as CenceMe on the phone. These impact several aspects ofthe architectural design.

2.2.1 Mobile Phone Limitations

OS Limitations. Although top-end mobile phones have good computational capability, often in-

cluding multiple processors, they are limited in terms of the programmability and resource usage

control offered to the developer. For example, the Nokia N95is equipped with a 330 MHz ARM

processor, 220 MHz DSP, and 128 MB RAM. However, when developing a non-trivial application

on mobile phones a number of challenges arise. This is due in part because mobile phones are pri-

marily designed for handling phone calls in a robust and resilient manner. As a result, third party

applications running on the phone may be denied resource requests and must be designed to allow

interruption at any time so as not to disrupt regular operations of the phone. This places a heavy

burden on application exception handling and recovery software. While programmers may expect

exception handlers to be called rarely, in Symbian they are called often and are critical to keeping an

application and the phone operational. At the same time, testing exception handlers is difficult be-

cause a voice call can interrupt application code at any point in its execution; OS induced exceptions

are outside the control of the programmer.

API and Operational Limitations. Additional limitations arise from the APIs provided by the

phone manufacturers. JME implements a reduced set of the Java Standard Edition APIs for use

on mobile phones. Because each phone model is different evenfrom the same manufacturer, the

Symbian OS and JME must be ported to each phone which typically results in missing or malfunc-

tioning APIs for important new or existing components, suchas an accelerometer or GPS. These

API limitations may not be resolved by the manufacturer because new models replace old models

in quick succession. As a result, the programmer is forced tocome up with creative solutions to

API limitations. Examples of such API limitations and operational problems encountered with the

N95 include a missing JME API to access the N95 internal accelerometer and JME audio API that

exhibits a memory leak, respectively.

Security Limitations. To preserve the phone’s integrity and protect the cellular network from

malicious attacks, phone manufacturers and cellular network operators control access to critical

components, including the APIs for access to the file system,multimedia features, Bluetooth, GPS,

and communications via GPRS or WiFi, through a right management system. Properly signed keys

from a Certificate Authority are needed to remove all restrictions on using these APIs.
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Energy Management Limitations. An important driver for application designers on mobile

phone platforms is power conservation, in particular, whenradio interfaces such as Bluetooth, GPS,

and GPRS are used by the application. As we show in Section 2.5, the phone’s Bluetooth, GPS, and

GPRS radios are responsible for draining most of the batterypower when CenceMe is running. As

application developers, we want to build applications thatoffer good fidelity and user experience

without significantly altering the operational lifetime ofthe standard mobile phone. Therefore,

designing efficient duty-cycles for the application and itsuse of power hungry radios such Bluetooth

and GPS radio is necessary to extend the phone’s battery life. In addition to the power consumed by

Bluetooth and GPS, data upload from the phone via GPRS can also draw a large amount of power,

particularly when the phone is far from a cell base station. Achallenge is therefore to reduce the use

of these radios without significantly impacting the application experience. Currently, the Symbian

version of JME does not provide APIs to power cycle (i.e., toggle on and off) the Bluetooth and

GPS radios to implement an efficient radio duty-cycle strategy.

The sensing and classification algorithms that run on the phone can also consume a considerable

amount of energy if left unchecked. As discussed in Section 2.5, sampling the phone’s microphone

and running a discrete Fourier transform on the sound sampleuses more power than sampling the

accelerometer and classifying the accelerometer data. Given this, the only way to reduce energy at

the application layer is to design a sensing duty-cycle thatsamples sensors less frequently and avoids

the use of the radios for communications or acquisition of satellite signals for location coordinates.

2.2.2 Architectural Design Issues

In response to the observations discussed above we design the CenceMe application using split-

level classification and power aware duty-cycling. We also develop the application with software

portability in mind.

Split-Level Classification. The task of classifying streams of sensor data from a large number

of mobile phones is computationally intensive, potentially limiting the scalability of the system.

With this in mind, we propose the idea of pushing some classification to the phone and some to

the backend servers. However, some classifiers require datathat is only available at the server

(e.g., for multiple users in the case of the social context classification discussed in Section 2.4.2).

We call the output of the classification process on the phoneprimitives. When primitives arrive at

the backend they are stored in a database and are ready to be retrieved for a second level of more

complex classification. The classification operation on thebackend returnsfacts, which are stored

in a database from where they can be retrieved and published.With the split-level classification

approach some of the classification can be done on the phone with the support of the backend, or

under certain circumstances done entirely on the phone.

CenceMe’s split-level design offers a number of important advantages:i) support ofcustomized

tags. A customized tag is any form of activity, gesture, or classified audio primitive that the user can

bind to a personal meaning. For example, a customized tag could be created by a user by associating

a certain movement or gesture of the phone (e.g., the phone being moved along an imaginary circle)
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with a user supplied meaning or action, e.g., going to lunch.After associating the tag “lunch” with

the action, the next time the user repeats the action the user’s presence state “lunch” is recognized,

uploaded, and shared with their social network. This technique gives the user the freedom to build

her own classified state beyond a set of defaults offered by CenceMe, hence, it provides extensibility

of the application;ii) resiliency to cellular/WiFi radio dropouts. By pushing theclassification of

primitives to the phone, the primitives are computed and buffered when there is no or intermittent

radio coverage. Primitives are stored and uploaded in batches when the radio coverage becomes

available;iii) minimization of the sensor data the phone sends to the backend servers improving the

system efficiency by only uploading classification derived-primitives rather than higher bandwidth

raw sensed data;iv) reduction of the energy consumed by the phone and therefore monetary cost for

the data cellular connection by merging consecutive uploads of primitives; and finallyv) negation

of the need to send raw sensor data to the backend, enhancing the user’s privacy and data integrity.

As discussed in Section 2.4, we design the classifiers that produce the primitives to be lightweight

in order to match the capabilities of the phone.

Power Aware Duty-Cycle. To extend the battery lifetime of the phone when running the

CenceMe application we apply scheduled sleep techniques toboth the data upload and the sens-

ing components. This leads to the following question: how long can the sensors, Bluetooth, GPS,

and communications upload be in a sleep mode given that the larger the sleep interval the lower

the classification responsiveness of the system? Typically, a real time sensing system would supply

sensor data using a high rate duty-cycle. However, such an approach would conflict with energy

conservation needs. Our approach is based on a duty-cycle design point that minimizes sampling

while maintaining the application’s responsiveness, as judged by users. This design strategy allows

CenceMe to operate as near to real-time as possible; that is,some system delay is introduced before

a person’s sensing presence is updated on the backend servers. In the case of the current implemen-

tation the introduced delay varies according to the type of presence being inferred. The introduction

of delay to improve the overall energy efficiency of the system makes good sense given the goal

of CenceMe to allow buddies in social networks to casually view each other’s sensing presence.

For example, knowing that a buddy is in a conversation one minute after the actual conversation

began seems reasonable. Other activities may allow even greater introduced latency; for example,

people remain at parties for periods typically greater thanfive minutes or more, therefore, the delay

introduced by the classifier in this case has little effect onthe accuracy of the system status reports.

In Section 2.5.2 we present the CenceMe system performance evaluation under varying upload and

sensing duty-cycles to best understand these tradeoffs. InSection 2.7 we discuss results from the

user study that indicate that even though users view their buddies status via the CenceMe portal in-

frequently they expect current information when viewed to be accurate and timely. This lends itself

to a design that senses at an even lower duty-cycle on averagebut temporarily increases the sensing

rate when a buddy’s page is accessed. This results in bandwidth and storage capacity improvements.

Software Portability. To design for better software portability we push as much as we can

to JME. We follow this design goal to maximize software re-usability given that the majority of

16



GUI

Accelometer
Client

Bluetooth
Daemon

Audio
Client

Random
Photo

GPS
Sensor

Sensing
Controller

Accelerometer
Sensor

Audio
Sensor

Event
Detector

Audio
Classifier

Accelerometer
Classifier

Primitives

Raw Sensor Data

Storage

Uploader
Manager

Launcher/
Controller

JME

Symbian C++

Figure 2.1: Architecture of the CenceMe phone software.

modern mobile phones use a Java virtual machine to support JME programs. However, because

of the API limitations discussed earlier, a number of components need to be implemented directly

using native Symbian APIs to support the necessary featuresoffered by the phone but not available

through JME.

2.3 CenceMe Implementation

In this section, we present the CenceMe implementation details. The CenceMe application and

system support consists of a software suite running on NokiaN95 mobile phones and backend

infrastructure hosted on server machines. The software installed on the phones performs the fol-

lowing operations: sensing, classification of the raw sensed data to produce primitives, presentation

of people’s presence directly on the phone, and the upload ofthe primitives to the backend servers.

Primitives are the result of:i) the classification of sound samples from the phone’s microphone

using a discrete Fourier transform (DFT) technique and a machine learning algorithm to classify the

nature of the sound;ii) the classification of on board accelerometer data to determine the activity,

(e.g., sitting, standing, walking, running);iii) scanned Bluetooth MAC addresses in the phone’s

vicinity; iv) GPS readings; and finally,v) random photos, where a picture is taken randomly when a

phone keypad key is pressed or a call is received. Classification algorithms that infer more complex

forms of sensing presence (i.e., facts) run on backend machines, as discussed in Section 2.4.2.

2.3.1 Phone Software

Figure 2.1 shows the CenceMe software architecture for the Nokia N95 phone. The phone architec-

ture comprises the following software components:

Symbian Servers.The accelerometer sensor, audio sensor, and event detectorsensor are Symbian
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C++ modules that act as daemons producing data for corresponding JME client methods. Their

function is, respectively: polling the on board accelerometer sensor, sampling the phone’s micro-

phone, and detecting incoming/outgoing calls and keypad key presses. The sensed data is sent to

the JME methods through a socket. Events detected by the event detector daemon are used by the

random photo module at the JME level to generate random pictures, to trigger a photo upon an

incoming phone call or to signal the application that it has to restart after a phone call for reliability

reasons.

Bluetooth Daemon. This component resides at the JME level and is used to performan inquiry

over the Bluetooth radio to retrieve the MAC addresses of anyneighboring Bluetooth nodes. The

MAC addresses of the neighboring nodes are used to determineif there are CenceMe phones in the

area at the time of the inquiry.

Accelerometer Client. This component is written in JME and connects through a socket to the

accelerometer sensor to retrieve the accelerometer data byte stream. The byte stream is stored in

local storage and retrieved by the activity classifier to compute the activity primitive, as discussed

in Section 2.4.1.

Audio Client. This JME client component connects through a socket to the Symbian audio server

to retrieve the audio byte stream that carries the PCM encoded representation of the sound sample.

The byte stream is stored in local storage and retrieved by the audio classifier to compute the audio

primitive, as discussed in Section 2.4.1.

Random Photo. This JME module is designed to trigger the capture of a photo upon detection of

incoming calls or pressed keypad keys. The events are received through a socket from the event

detector daemon. When the picture is taken it is stored locally until the next upload session.

GPS.The JME GPS implementation supplies a callback method that is periodically called by the

Nokia GPS daemon to provide the geographical location of thephone. The GPS coordinates are

stored locally and then uploaded to the backend servers.

Sensing Controller. This component is responsible for orchestrating the underlying JME sensing

components. The sensing controller starts, stops, and monitors the sensor clients and the Bluetooth

manager and GPS daemon to guarantee the proper operation of the system.

Local Storage. This component stores the raw sensed data records to be processed by the phone

classifiers. As the classification of raw data records is performed, the data records are discarded,

hence none of the sampled data persists on the phone. This is particularly important to address the

integrity of the data and the privacy of the person carrying the phone since none of the raw sensed

data is ever transferred to the backend. Primitives, GPS coordinates, and Bluetooth scanned MAC

addresses are stored in local storage as well, waiting for anupload session to start.

Upload Manager. This component is responsible for establishing connections to the backend

servers in an opportunistic way, depending on radio link availability, which can be either cellu-

lar or WiFi. It also uploads the primitives from local storage and tears down the connection after the

data is transferred. Details about how the upload manager interacts with the backend are discussed

in Section 4.2.2.

18



Figure 2.2: ClickStatus on the Nokia N95.

Privacy Settings GUI.The privacy settings GUI allows the user to enable and disable the five sens-

ing modalities supported on the phone, (viz. audio, accelerometer, Bluetooth, random photo, and

GPS). Users can control the privacy policy settings from thephone and the CenceMe portal. By

doing so users determine what parts of their presence to share and who they are willing to share

sensing presence with or not as the case may be.

ClickStatus. To complement the full visualization of current and historical sensing presence avail-

able via the CenceMe portal (a screenshot of the portal is shown in [93]), we developed ClickStatus,

a visualization client that runs on the mobile phone. The sensing presence is rendered as both icons

and text on the phone GUI, as shown in Figure 2.2. The presencerendered by ClickStatus is subject

to the same privacy policies settings as when viewed using the CenceMe portal.

After a user logs in with their CenceMe credentials, they arepresented with a list of their

CenceMe buddies downloaded from the CenceMe server. CenceMe buddies are Facebook friends

running CenceMe on their N95. While this is always done at start up, a user has the ability to

refresh their buddy list at any time via a menu command option. By highlighting and selecting

a buddy from buddy list, a user triggers ClickStatus to fetchvia GPRS or WiFi the latest known

sensing presence for the selected buddy from the CenceMe server. This presence is displayed on

a separate result screen; from there a user can either exit toreturn to their buddy list or refresh the

currently displayed buddy’s presence.

WatchTasks. The purpose of WatchTasks is to restart any process that fails. WatchTasks also

serves several other ancillary purposes including:i) launching CenceMe when the phone is turned

on; ii) starting the CenceMe application software components in the correct order;iii) restarting the

CenceMe midlet after a phone call is complete. This is detected when the event detector daemon

exits, signaling the end of a call;iv) restarting all support daemons when CenceMe fails. Such

action is necessary when we cannot reconnect to specific daemons under certain failure conditions;

and finallyv) restarting all the CenceMe software components at a preset interval to clear any mal-

functioning threads.
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The CenceMe phone suite uses a threaded architecture where each JME component shown in Figure

2.1 is designed to be a single thread. This ensures that component failure does not compromise or

block other components.

2.3.2 Backend Software

The CenceMe backend software architecture is shown in Figure 2.3. All software components are

written in Java and use Apache 2.2 and Tomcat 5.5 to service primitives from phones and the appli-

cation requests from the CenceMe portal, ClickStatus, and Facebook. Communications between the

phone and the backend uses remote procedure calls implemented by the Apache XML-RPC library

on the server. Requests are handled by Java servlets in combination with a MySQL database for

storage.

Phone⇔ Backend Communications.Data exchange between the phone and the backend is

initiated by the phone at timed intervals whenever the phonehas primitives to upload. Primitives

are uploaded through XML-RPC requests. Once primitives arereceived at the backend they are

inserted into the MySQL database.

Backend-to-phone communications such as in the significantplaces service described in Section

2.4.2 are piggybacked on both:i) the return message from XML-RPC requests initiated by the

phone for primitive upload or periodic ping messages that the phone sends with an ad-hoc XML-

RPC control message; andii) the XML-RPC acknowledgment sent to the phone in response to a

primitive upload.

Presence Representation and Publishing.CenceMe presence is represented through a set of

icons that capture the actual presence of a person in an intuitive way. For example, if a person is

driving a car they are represented by the car icon; if a personis engaged in a conversation, an icon

of two people talking represents the state. CenceMe publishes presence by means of either a “pull”

or “push” approach. Popular applications such as Facebook and MySpace require a push approach.
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Figure 2.4: DFT of audio samples.

This allows content to be inserted via some variant of a HTTP transported markup language (e.g.,

FBML, XML). Other applications such as Skype, Pidgin, and iGoogle require a pull mechanism

to make content available. The CenceMe backend supports pull-based data publishing by exposing

a standard web service based API. This API is also used to support the data needs of CenceMe

components such as ClickStatus and the CenceMe portal. Push-based publishing is supported by the

PushConnector component shown in Figure 2.3. This component handles the generic operation of

pushing CenceMe presence based on user preferences to a number of applications. For the Facebook

implementation, three Facebook widgets are offered to expose a subset of the functionality available

on the portal, namely, BuddySP, Sensor Status, and Sensor Presence. Buddy SP is a buddy list

replacement widget that lists CenceMe friends for user navigation. It is the same as the standard

widget that lists friends within Facebook but augments thislist with a mini-sensor presence icon

view. Sensor Status provides automated textual status message updates such as “Joe is at work, in a

conversation, standing”. Finally, Sensor Presence provides a simplified version of the user’s current

status through an iconized representation of the user’s presence.

2.4 CenceMe Classifiers

In this section, we discuss the algorithms used by the CenceMe classifiers running on the phone and

the backend according to the split-level classification design discussed earlier.

2.4.1 Phone Classifiers

Audio classifier. The audio classifier retrieves the PCM sound byte stream fromthe phone’s local

storage and outputs the audio primitive resulting from the classification. The primitive is stored back

in local storage (see Figure 2.1). This audio primitive indicates whether the audio sample represents

human voice and is used by backend classifiers such as the conversation classifier, as discussed in

Section 2.4.2.

The audio classification on the phone involves two steps: feature extraction from the audio
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Figure 2.5: Discriminant analysis clustering. The dashed line is determined by the discriminant analysis
algorithm and represents the threshold between talking andnot talking.

sample and classification. The feature extraction is performed by running a 4096 bin size discrete

Fourier transform (DFT) algorithm. A fast Fourier transform (FFT) algorithm is under development.

An extensive a-priori analysis of several sound samples from different people speaking indicated

that Nokia N95 sound streams associated with human voice present most of their energy within a

narrow portion of the 0-4 KHz spectrum. Figures 2.4(a) and 2.4(b) show the DFT output from two

sound samples collected using the Nokia N95. The plots show the capture of a human voice, and

the sound of an environment where there is not any active conversation on-going, respectively. It

is evident that in the voice case most of the power concentrates in the portion of spectrum between

∼250 Hz and∼600 Hz. This observation enables us to optimize the DFT algorithm to be efficient

and lightweight by operating in the∼250 Hz to∼600 Hz frequency range. Classification follows

feature extraction based on a machine learning algorithm using the supervised learning technique of

discriminant analysis. As part of the training set for the learning algorithm we collected a large set of

human voice samples from over twenty people, and a set of audio samples for various environmental

conditions including quiet and noisy settings.

The classifier’s feature vector is composed of the mean and standard deviation of the DFT power.

The mean is used because the absence of talking shifts the mean lower. The standard deviation is

used because the variation of the power in the spectrum underanalysis is larger when talking is

present, as shown in Figure 2.4. Figure 2.5 shows the clustering that results from the discriminant

analysis algorithm using the mean and standard deviation ofthe DFT power of the sound samples

collected during the training phase. The equation of the dashed line in Figure 2.5 is used by the

audio classifier running on the phone to discern whether the sound samples comes from human

voice or a noisy/quite environment with 22% mis-classification rate. Audio samples misclassified

as voice are filtered out by a rolling window technique used bythe conversation classifier that runs
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Figure 2.6: Accelerometer data collected by the N95 on board accelerometer when the person carrying the
phone performs different activities: sitting, standing, walking, and running.

on the backend, as discussed in Section 2.4.2. This boosts the performance fidelity of the system

for conversation recognition.

Activity classifier. The activity classifier fetches the raw accelerometer data from the phone’s local

storage (see Figure 2.1), and classifies this data in order toreturn the current activity, namely, sitting,

standing, walking, and running. The activity classifier consists of two components: the preprocessor

and the classifier itself.

The preprocessor fetches the raw data from the local storagecomponent and extracts features

(i.e., attributes). Given the computational and memory constraints of mobile phones, we use a

simple features extraction technique which prove to be sufficiently effective, rather than more com-

putationally demanding operations such as FFT. The preprocessor calculates the mean, standard

deviation, and number of peaks of the accelerometer readings along the three axes of the accelerom-

eter.

Figure 2.6 shows the raw N95 accelerometer readings along the three axes for sitting, standing,

walking, and running for one person carrying the phone. As expected, the sitting and standing

traces are flatter than when the person is walking and running. When standing, the deviation from

the mean is slightly larger because typically people tend torock a bit while standing. The peaks in

the walking and running traces are a good indicator of footstep frequency. When the person runs a

larger number of peaks per second is registered than when people walk. The standard deviation is

larger for the running case than walking. Given these observations, we find that the mean, standard

deviation, and the number of peaks per unit time are accuratefeature vector components, providing

high classification accuracy. Because of lack of space, we donot report similar results to those

shown in Figure 2.6 for other people. However, we observe strong similarities in the behavior of
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the mean, standard deviation, and the number of peaks for theaccelerometer data across different

individuals.

Our classification algorithm is based on a decision tree technique [94][95]. The training process

of the classifier is run off-line on desktop machines becauseit is computationally costly. In order to

maximize the positive inference of an individual’s activity, prior work suggests that the best place

on the body to carry a phone is the hip [26]. After interviewing the participants in our user study,

we conjecture that most of people carry their phones in theirpants pockets, clipped to a belt or in

a bag. We collected training data from ten people that randomly placed the mobile phone inside

the front and back pockets of their pants for several days. Weplan to consider other usage cases in

future work.

At the end of the training phase, we feed the training set to the J48 decision tree algorithm, which

is part of the WEKA workbench [96]. The output of the decisiontree algorithm is a small tree with

depth three. Such an algorithm is lightweight and efficient.The time needed by the preprocessor

and the classifier to complete the classification process is less than 1 second on average running on

the Nokia N95.

2.4.2 Backend Classifiers

Backend classifiers follow the split-level classification design and generate facts based on primitives

provided by the phone or facts produced by other backend classifiers. Facts represent higher level

forms of classification including social context (meeting,partying, dancing), social neighborhood,

significant places, and statistics over a large group of data(e.g., does a person party more than

others, or, go to the gym more than others?). However, some ofthe classifiers (e.g., conversation

and CenceMe neighborhood) will eventually be pushed down tothe phone to increase the system

classification responsiveness. In this case, the primitives would still be uploaded to the backend in

order to make them available to other backend classifiers.

Backend classifier processing is invoked in two ways: eitherevent triggered or periodic. An

example of an event triggered classifier is the “party” classifier: it receives as input the primitives

from the phone that contain the volume of an audio sample and the activity of the user and returns

whether the person is at a party and dancing. Along with trigger based classifiers there is a collection

of periodically executed classifiers. An example of such classifiers is the “Am I Hot” classifier that

runs periodically according to the availability of data in awindow of time, (i.e., day long data chunk

sizes).

In what follows, we describe the backend classifiers and their implementation in more detail.

Conversation Classifier.This classifier’s purpose is to determine whether a person isin a conver-

sation or not, taking as input the audio primitives from the phone. However, given the nature of a

conversation, which represents a combination of speech andsilences, and the timing of sampling,

the audio primitive on the phone could represent a silence during a conversation. Thus, the phone’s

audio primitives are not accurate enough to determine if a person is in the middle of a conversation.

To address this the backend conversation classifier uses a rolling window of N phone audio primi-
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tives. The current implementation usesN=5 to achieve classification responsiveness, as discussed

in Section 2.5.1.

The rolling window filters out pauses during a conversation to remain latched in the conversa-

tion state. The classifier triggers the “conversation” state if two out of five audio primitives indicate

voice. The “no conversation” state is returned if four out offive audio primitives indicate a “no

voice”. We determined experimentally that fewer samples are needed to trigger the conversation

state than no conversation state. We therefore design the conversation classifier following an asym-

metric strategy that quickly latches into the conversationstate but moves more conservatively out

of that state. We made this choice because if the conversation classifier can be used as a hint to

determine if a person can be interrupted (for instance with aphone call), then we only want to drop

out of conversation state when the conversation has definitely ended.

The accuracy of the conversation classifier is discussed in Section 2.5.1.

Social Context. The output of this classifier is the social context fact, which is derived from mul-

tiple primitives and facts provided by the phone and other backend classifiers, respectively. The

social context of a person consists of:i) neighborhood conditions, which determines if there are any

CenceMe buddies in a person’s surrounding area or not. The classifier checks whether the Blue-

tooth MAC addresses scanned by the phone, and transmitted tothe backend as a primitive are from

devices belonging to CenceMe buddies (i.e., the system stores the Bluetooth MAC addresses of the

phones when CenceMe is installed);ii) social status, which builds on the output of the conversa-

tion and activity classifiers, and detected neighboring CenceMe buddies to determine if a person

is gathered with CenceMe buddies, talking (for example at a meeting or restaurant), alone, or at a

party. For example, by combining the output of the conversation classifier, the activity primitive,

and neighboring Bluetooth MAC addresses a person might be classified as sitting in conversation

with CenceMe friends. Social status also includes the classification of partying and dancing. In this

case a combination of sound volume and activity is used. We use a simple approach that uses an

audio volume threshold to infer that a person is at a party or not. Training for this is based on a few

hours of sound clips from live parties using the N95 microphone. We also take a simple approach to

the classification of dancing. We determine a person is dancing if the person is in the “party” state

and the activity level is close to running, given that the accelerometer data trace for running is close

to dancing. Although we realize the definition of social context is somewhat simplistic and could

be improved, this is a first step toward the representation ofpeople’s status and surroundings in an

automated way.

Mobility Mode Detector. We employ GPS location estimates as input to a mobility mode classifier

[97, 48]. This classification is currently only binary in itsoutput, classifying the mobility pattern as

being either traveling in a vehicle or not (i.e., being stationary, walking, running). We use a simple

feature vector based on multiple measures of speed; that is,using multiple distance/time measure-

ments for variable sizes of windowed GPS samples and the built-in speed estimation of the GPS

device itself. The classifier is built with the JRIP rule learning algorithm, as implemented in WEKA

[96], based upon manually labeled traces of GPS samples. We compensate for any inaccuracy in
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GPS samples by filtering based on the quality measures (i.e.,horizontal dilution of precision and

satellite counts) and outlier rejection relative to the estimates of previous and subsequent GPS sam-

ples.

Location Classifier. The function of this component is to classify the location estimates of users for

use by other backend classifiers. GPS samples are filtered based on quality (as discussed above) to

produce a final location estimate. Classification is driven based on bindings maintained between a

physical location and a tuple containing:i) a short textual description;ii) an appropriate icon repre-

sentation; andiii) a generic class of location type (i.e., restaurant, library, etc.). Bindings are sourced

from GIS databases and CenceMe users. We use the Wikimapia [98] for GIS data in our implemen-

tation. Relying solely on GIS information limits the richness of shared presence. Typically, people

tend to spend a larger proportion of their time in relativelyfew locations. This motivates the idea of

user-created bindings. CenceMe allows users to insert their own bindings via either the portal or the

phone. Using the phone, users can manually bind a location when they visit it. Similarly, users can

use the portal to also add, edit or delete bindings manually.CenceMe also provides the ability to

learn significant places in an automated manner in contrast to the manual bindings discussed above.

New bindings learned by the system are based on the mobility pattern of the user. This aspect of

CenceMe directly builds on the existing work in location trace analysis referred to as significant

places [99] [100]. In CenceMe we perform k-means clusteringusing WEKA [96] where the param-

eters of the clustering algorithm are determined experimentally. Once a potential significant place

is discovered the next time the person enters that location the phone prompts the person’s mobile

phone to confirm or edit the details of the location. Default labels and icons are initially based upon

the most popular nearest known existing binding defined by the user or CenceMe buddies. To re-

duce the burden on the users to train the classifier with theirown bindings we structure the classifier

to initially borrow existing bindings from their CenceMe buddies [79].

Am I Hot. Making the large volumes of data collected by CenceMe easilydigestible to users is

a challenge. We address this challenge using a series of simple and meaningful metrics that relate

historical trends in user data to either recognizable social stereotypes or desirable behavioral pat-

terns. These metrics are calculated on a daily basis and users view patterns in their own data and

compare themselves with their buddies. The metrics includethe following: i) nerdy, which is based

on individuals with behavioral trends such as being alone (from the Bluetooth activity registered by

the person’s phone), spending large fractions of time in certain locations (e.g., libraries) and only

infrequently engaging in conversation;ii) party animal, which is based on the frequency and dura-

tion with which people attend parties and also takes into account the level of social interaction;iii)

cultured, which is largely location based, being driven by the frequency and duration of visits to

locations such as theaters and museums;iv) healthy, which is based upon physical activities of the

user (e.g., walking, jogging, cycling, going to the gym); and finally, v) greeny, which identifies users

having low environmental impact, penalizing those who drive their cars regularly while rewarding

those who regularly walk, cycle or run.
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Table 2.1: CenceMe activity classifier confusion matrix
Sitting Standing Walking Running

Sitting 0.6818 0.2818 0.0364 0.0000
Standing 0.2096 0.7844 0.0060 0.0000
Walking 0.0025 0.0455 0.9444 0.0076
Running 0.0084 0.0700 0.1765 0.7451

Table 2.2: CenceMe conversation classifier confusion matrix
Conversation Non-Conversation

Conversation 0.8382 0.1618
Non-Conversation 0.3678 0.6322

2.5 System Performance

In this section, we present an evaluation of the CenceMe application and system support. We start

by discussing the performance of the CenceMe classifiers andthen present a set of detailed power,

memory, and CPU benchmarks. Finally, we present the resultsfrom a detailed user study.

2.5.1 Classifiers Performance

We examine the classifiers performance based on a small-scale supervised experiments. We dis-

cuss classifier accuracy, and the impact of mobile phone placement on the body, environmental

conditions, and sensing duty-cycle. The results are based on eight users who annotate their actions

over a one week period at intervals of approximately 15 to 30 minutes, unless otherwise stated.

Annotations act as the ground truth for comparison with classifier outputs. The ground truth data

is correlated to the inference made by the CenceMe classifiers. This data is collected at different

locations and by carrying the mobile phone in various positions on the body. Tables 2.1, 2.2 and

2.3 show the confusion matrices for the activity, conversation, and mobility classifiers, respectively,

over a one week period. These reported values represent goodapproximations; the human annota-

tions may be inaccurate or incomplete at times.

General Results

While the activity inference accuracy reported in Table 2.1is up to 20% lower than that reported

using custom hardware [27], we achieve our results using only the accelerometer on a Nokia N95

and engineering the system to be power efficient and work around the resource limitations discussed

earlier. We find that our classifier has difficulty differentiating sitting and standing given the simi-

larity in the raw accelerometer traces, as shown in Figure 2.6. We observe that variations in locale

(e.g., office, restaurant) and people (e.g., body type, weight) do not significantly impact the activity

classification performance.

The conversation classification accuracy reported in Table2.2 is high, but the classifier also

suffers from a relatively high rate of false positives. Thisis due to a combination of classifier design
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Table 2.3: CenceMe mobility mode classifier confusion matrix
Vehicle No Vehicle

Vehicle 0.6824 0.3176
No Vehicle 0.0327 0.9673
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Figure 2.7: Activity classification vs. body position.

and “mis-annotation” by participants. The classifier reports conversation even if the person carrying

the phone is silent but someone is talking nearby. Naturally, participants often did not account for

this fact. Furthermore, due to the asymmetric state latching for the conversation classifier discussed

in Section 2.4.2, the classifier remains in the conversationstate for a longer time than the real

conversation duration, generating false positives.

Impact of Phone Placement on the Body

While mobile phone placement on the body is a personal choice, prior work has shown body place-

ment to affect the accuracy of activity inference [26]. We assess the impact on classification when

the Nokia N95 is placed at different places on the body, namely, in a pocket, on a lanyard, and

clipped to a belt. Classification accuracy derived from the ground truth annotated data is shown in

Figure 2.7. The pocket and belt positions produce similar results for all classified activities, while

the lanyard position yields poor accuracy when classifyingsitting, and a relatively lower accuracy

for running. In follow-up laboratory experiments, we find that the length of the lanyard cord and

the type of lanyard we provided to participants affect the results. If the lanyard is long the phone

rests frequently on the body, particularly while walking and standing, allowing for accurate classi-

fication. However, even when seated a lanyard-mounted phonemay swing from side to side with

incidental torso movements, causing a mis-classification as standing or walking. Furthermore, run-

ning is sometimes classified as walking because the lanyard damps the accelerometer signatures

that indicate running, compared to other body positions (e.g., belt, pocket) where the phone is more

rigidly affixed to the body.

We find that conversation classification accuracy is much less sensitive to the body placement

of the phone. When the phone is worn as a lanyard, conversation and no conversation are detected
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Figure 2.8: Conversation classifier performance.

with 88% and 72% accuracy, respectively. The same test repeated with the phone in a pocket yields

a classification accuracy of 82% for conversation and 71% forno conversation, despite the muffling

effect of clothing.

Impact of Environment

We find activity classification accuracy to be independent ofenvironment. Mobility classification

is inherently not tied to a particular location but rather ontransitions between locations. However,

we do see an impact from the environment on conversation classification accuracy. Figure 2.8(a)

shows the classification accuracy categorized by location,where the different locations are: out-

doors, indoor noisy (i.e., an indoor location with background noise such as in a cafe or restaurant),

and indoor quiet (i.e., with very low background noise such as at the library or office). The classifier

detects conversation with more than an 85% success rate whenin an indoor noisy environment.

In outdoor scenarios there is an increase in false positivesbut the accuracy of detection of conver-

sation, a design focus, remains high. Lower conversation detection accuracy in very quiet indoor

environments occurs because the classifier is trained with the average case background noise. In a

noisy environment there is an increase in power across all ofthe frequencies so a threshold set for
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this environment in mind will be larger than if a very quiet environment is assumed. As a result,

in very quiet environments fewer conversations are detected since the contribution of background

noise is lower. These performance characteristics are a direct result of the audio classifier design,

which attempts to reduce the use of the phone’s resources.

Impact of Duty-Cycle

Applying a sleep scheduling strategy to the sensing routineis needed in order to increase the battery

lifetime of the phone. Note that in Section 2.5.2 we discuss lifetime gains with a ten minute inter-

sample time. However, this has a negative impact on the performance of the classifiers, particularly

in detecting short-term (i.e., duration) events that occurbetween samples. For example, in Table

2.3, the vehicle state is only correctly detected 68% of the time. This lower accuracy is a product

of shorter car journeys around town for durations less than the inter-sampling rate. This problem

is aggravated by other factors such as the delay in acquiringgood GPS-based positioning data. To

investigate the impact of duty-cycling on conversation classification, we set up an experiment with

eight users that periodically reprogrammed their phones with different duty-cycles while keeping a

diary. Figure 2.8(b) shows the performance of the phone’s conversation classifier as the microphone

sensing duty-cycle varies. Each value represents the average of five trials. We see that there is little

benefit in adopting a sleeping time smaller than 10 seconds. However, longer duty-cycles impact

performance. We observe only a 40% accuracy using the conversation classification for a 60 second

duty-cycle, which is the longest duty-cycle we considered experimentally.

A longer sensing duty-cycle also implies a reduction of the conversation classifier rolling win-

dow size to maintain the high responsiveness of the classifier. A smaller conversation classifier

rolling window size leads to a higher mis-classification rate. This becomes apparent if we look

at the Receiver Operating Characteristic (ROC) curves of the conversation classifier as shown in

Figure 2.8(c). The ROC curves show the impact of the window size and threshold that triggers

conversation (reflected in the curve shape) on the classifiers true positive and false positive rates.

We use offline analysis to determine the output of the conversation classifier as we alter the window

size and threshold value. We observe that the larger the window (i.e.,N=10,30), the larger the true

positives to false positives ratio becomes. In our current implementation, we adoptN=5 and an

audio sensing rate of 30 seconds (our default operating point is labeled in the figure). With these

parameters the worst-case conversation classification delay omitting communication delays is 1.5

minutes. On the other hand, if we used a window whereN=30, which would give higher accuracy,

we would get a delay of 9 minutes on average. This illustratesthe trade off between sampling rate

and classification speed. However, we choose to operate at a point in the design space that increases

the true positive rate at the expense of being less accurate in the detection of non-conversation be-

cause the cost, from a user’s perspective, of being wrong when detecting a conversation is larger

than the cost of being wrong when detecting non-conversation.
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Figure 2.9: Details of the power consumption during a sampling/upload interval.

2.5.2 Power Benchmarks

Power measurements of CenceMe are made using the Nokia Energy Profiler, a standard software

tool provided by Nokia specifically for measuring energy useof applications running on Nokia

hardware. The profiler measures battery voltage, current, and temperature approximately every

third of a second, storing the results in RAM.

Figure 2.9 shows the typical contribution of various sensors and classifiers to the overall energy

budget during a ten minute sensing cycle. Bluetooth proximity detection requires a 120 second

scan period to capture neighboring MAC addresses due to the cache flushing limitations of the

Bluetooth API in JME. GPS location detection is inherently power hungry and takes time to acquire

“a lock” when turned on. CenceMe allows 120 seconds for a lockto be acquired and then the

N95 keeps the GPS activated for another 30 seconds (which is out of our control). The highest

spikes shown on the plot are due to the upload of data which uses the cellular radio. The next

highest spikes are due to sampling of audio data. The period of several seconds following the audio

sample is where the audio classifier runs, using a relativelyhigh amount of energy to compute a

DFT. The accelerometer sampling and activity classification are fast and use little power. While

this is a typical pattern of energy consumption there are other factors which can cause variations,

including: distance to cell tower, environmental radio characteristics, the amount of data to upload,

the number of Bluetooth neighbors, denial of resources due to the phone being in use for other

purposes, network disconnections, sensor sample intervals, sample durations, upload interval, GPS

lock time, and temperature.

Figure 2.10 shows the energy consumption measured with the profiler for sampling intervals

ranging from 10 seconds to 60 seconds with power in Watts on the vertical axis. The second line

and axis in the graph shows the latency in getting the facts tothe backend as a function of the

sample interval including the sample interval itself, classifier latency, and network delay. The audio

classifier latency is actually a multiple of three times the values on this line since the classifier needs

at least three facts from the phone in order to detect conversation and social setting. The horizontal

axis shows the sampling interval for the accelerometer and audio. The proximity and GPS sensors

31



Figure 2.10: The tradeoff between energy consumption and data latency inCenceMe.

are sampled at ten times the x-axis value (e.g., a 60 second interval means Bluetooth and GPS are

sampled at 600 seconds, or ten minute intervals).

The combination of the two lines show the tradeoff between energy use and data latency for any

particular sampling interval. There is no optimal samplinginterval since users will have different

requirements at different times. For example, users may want a short sample interval when they are

active, a slow interval when they are inactive, and a very slow interval when their phone is running

out of energy. We are currently considering several methodsof automatic adaptation of the sample

rate based on sensor input and battery state, combined with auser preference selector that lets the

user shift the emphasis between long battery life and greater data fidelity.

Overall battery lifetime running the entire CenceMe software suite on a fully charged N95 is

measured five times by running the battery to depletion undernormal use conditions while using no

other applications on the phone. This results in 6.22 +/- 0.59 hours of usage. The reason for the

large standard deviation is that there are many factors impacting battery life such as temperature,

the number of calls and duration, the number of ClickStatus queries, range from cell towers when

used, and the environmental and atmospheric conditions. Without the CenceMe software running,

and the phone in a completely idle state, low power state power consumption is 0.08 +/- 0.01 Watt-

Hours per hour. The CenceMe suite consumes 0.9 +/- 0.3 Watt-Hours per hour when running with

no user interaction. The conversation and social setting classifier consumes 0.8 +/- 0.3 Watt-Hours

per hour with all other parts of the CenceMe system idle. The activity classifier consumes 0.16 +/-

0.04 Watt-Hours per hour with all other parts of the CenceMe system idle. Any use of the phone to

make calls, play videos or listen to music will reduce the runtime. While the approximately 6 hour

lifetime is far below the idle lifetime of the Nokia N95, we have identified several areas where we

believe we can significantly reduce power usage while also decreasing data latency, as discussed in

Section 2.2.2.
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Table 2.4: RAM and CPU usage for the CenceMe N95 client
CPU RAM (MB)

Phone idle 2% (+/- 0.5%) 34.08
Accel. and activity classif. 33% (+/- 3%) 34.18
Audio sampling and classif. 60% (+/- 5%) 34.59
Activity, audio, Bluetooth 60% (+/- 5%) 36.10
CenceMe 60% (+/- 5%) 36.90
CenceMe and ClickStatus 60% (+/- 5%) 39.56

2.5.3 Memory and CPU Benchmarks

We also carried out benchmark experiments to quantify the RAM and CPU usage of the CenceMe

software running on the N95 using the Nokia Energy Profiler tool. For all measurements we enable

the screen saver to decouple the resource occupation due to the CenceMe modules from that needed

to power up the N95 LCD.

We start by measuring the amount of RAM and CPU usage when the phone is idle with none of

the CenceMe components running. We then repeat the measurement when either the accelerometer

sampling and activity classification or audio sampling and classification are active. Then we add

each of the remaining CenceMe modules until the whole software suite is running. The results

are shown in Table 2.4. As expected, audio sampling and feature vector extraction require more

computation than the other components. This is in line with the power measurements result shown

in Figure 2.9 where audio sampling and processing are shown to use a relatively high amount of

energy. We also note that the memory foot print does not grow much as components are added.

Together CenceMe and ClickStatus occupy 5.48MB of RAM.

2.6 The iPhone as a Mobile Platform for People-Centric Sensing Ap-

plications

In this Section we discuss the performance of the first generation Apple iPhone when using the on-

board sensors to realize mobile sensing applications. Thisis one of the early studies that evaluates

the capabilities of the first iPhone generation and its ability to support people-centric sensing appli-

cations. The iOS features, including its ease of use, rich UI, and efficient application distribution

system through the Apple App Store makes the iPhone an appealing platform for development of

new mobile applications. A natural question for our community is what are the trade-offs when

implementing and deploying a sensing application using theiPhone; more specifically:

• How easy is it to program a sensing application on the iPhone?

• What are the pros and cons of the iPhone in comparison to othersensor capable mobile

platforms?

• What is the energy profile when the iPhone’s sensors, WiFi andcellular radio are involved in

realizing the application?
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• What is the processing performance of the iPhone when running signal processing algorithms

such as fast fourier transform, a common tool used to interpret audio and accelerometer sensor

data?

We address these questions in this Section. While the presentation of our results is limited due

to space, we provide a short qualitative comparison of a number of devices used for mobile sensing

including the first generation Apple iPhone, Nokia N95, and Intel Mobile Sensing Platform (MSP).

The main contribution of this study is the observations and insights when running CenceMe, a rep-

resentative people-centric sensing application [14], on the iPhone. Specifically, we quantitatively

evaluate the first generation iPhone’s computational capability, energy profile, and localization ac-

curacy when running CenceMe. We believe this study will be useful to the growing community of

iPhone developers, particularly, those interested in building people-centric sensing applications.

2.6.1 Comparison of Mobile Sensing Platforms: iPhone, N95 and MSP

In what follows, we present a short qualitative comparison of the first generation Apple iPhone,

Nokia N95 mobile phone, and the Intel Mobile Sensing Platform (MSP)[11]. All these devices are

actively being used in support of mobile sensing applications and systems development. The N95 is

one of the top-end Nokia mobile phones equipped with an accelerometer and GPS, while the MSP is

representative of the class of embedded devices used for human activity recognition research [11]. A

comparison of some of the technical details of the three devices is reported in Table 2.5. As shown in

Table 2.5, all the three platforms present similar computational capabilities given similar processors,

and comparable storage and ROM size. The RAM on the MSP is muchsmaller than on the iPhone

and N95, which first and foremost are designed as mobile phones, hence the need to handle multiple

processes at the same time including graphics computation.The MSP short-range radio technology

is flexible allowing the implementation of advanced pairingalgorithms between nodes while the

use of the iPhone and N95’s short-range radio is limited to simple neighbors interactions. The

main difference between the three devices is represented bythe sensing capability; specifically,

the MSP outshines both the iPhone and the N95 in terms of number of available sensors. This is

not surprising, given that the MSP is an embedded purpose-built platform for activity recognition.

However, even with a reduced set of on board sensors, the iPhone and N95 are powerful devices and

capable of inferring human activites - for example, we have implemented the full featured CenceMe

application on the N95 [14] as well as a limited version on theiPhone [101]. However, providing

mobile phones with more sensing capabilities (e.g., gyroscope) would greatly enhance the humans

presence classification accuracy given the broader input tothe classifiers feature vectors.

2.6.2 Programmability Characteristics of the iPhone

In what follows, we analyze the programmability characteristics of the first generation iPhone. Any

third-party application is handled by the iPhone OS using a sandboxing model which does not allow

the application to access some of the iPhone functionality (such as WiFi APIs or iTunes) for security
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Table 2.5: Mobile devices specs comparison
iPhone 1st gen Nokia N95 Intel MSP 430

Processor 412 MHz ARM 330 MHz ARM 416 MHz Xscale
RAM up to 70 MB up to 128 MB 256 KB
ROM 20 MB up to 160 MB 32 MB

Storage up to 8GB/16GB min-SD card (up to 8 GB) mini-SD card (up to 8 GB)
Sensors 3-axis accel, mic, GPS 3-axis accel, mic, GPS 3-axis accel, mic, light, barometer,

temp, IR, humidity, compass
Radio WiFi WiFi, Bluetooth Bluetooth, Zigbee

reasons. A simplified version of a SQL database, namelysqlite [102], designed to run on resource

constrained environments, is also supported as a means to ease application on-the-phone storage.

By following a systematic approach, we intend to answer the following question: what are the

positive and negative aspects of the iPhone as a programmable platform? Although the first genera-

tion iOS presents a rich set of features making it on the surface a good platform for the development

of sensing applications, it also provides some barriers in its current stage of development. In what

follow, we briefly discuss the pros and cons of the current iPhone development environment.

• Advantages

- The programming language. The iPhone is programmed in Objective-C[92]. Objective-Cis

a superset of the C language, with some object oriented programming features. The advantage of

Objective-C, over other languages such as Symbian adopted by Nokia, is that it is a quite simple

language to learn and use. The rich set of iPhone APIs and the well designed iPhone emulator

running on a desktop machine, makes iPhone programmability, UI design, and code debugging an

efficient process for developers.

- APIs. Given the extensive documentation, a developer has easy access to comprehend available

APIs. They are also well engineered in order to better abstract the developer from lower level

components. An example is the location engine API: the API call returns data transparently to

the user regardless of the location coordinates coming fromWiFi, cellular triangulation, GPS, or a

combination of them. The accelerometer and microphone API are easily manageable as well.

- Indoor Localization. By using WiFi [103] and cellular triangulation to determine the loca-

tion, the first generation iPhone localization for indoor spaces is quite accurate, as discussed in

Section 2.6.3. This is an important feature, for example, for mobile social networking applications

considering that people spend most of their time in indoor locations.

- User Interface. The iPhone experience is greatly enhanced by the Cocoa-Touch layer archi-

tecture [92] that enables a pleasant user experience. This,complemented by the powerful graphics

framework, currently makes the iPhone UI one of the best presentation layers of any mobile devices.

- Application Distribution. Apple provides an efficient way to distribute third-party applications

to the public through the App Store. Once the application hasbeen tested and approved by Apple,

the application is posted on App Store from where it can be downloaded and automatically installed

on any iPhone.
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Figure 2.11: FFT computation time as a function of (a) the number samples in time while varying the FFT
bin size (as shown in the legend) and (b) the FFT bin size whilevarying the number of samples in time (as
shown in the legend).

• Disadvantages

- Lack of daemon functionality. The main drawback of the first generation iPhone is its lack of

ability to run a third-party application in background mode. This is enforced by Apple for security

reasons. This means that anytime the phone goes into sleep mode or the user launches another

application, the currently running third-party application is terminated. Consequently, any sensing

application cannot provide continuous sensor data feeds, generating just an intermittent data stream,

thereby limiting the effectiveness of the sensing application. Apple’s response to the lack of back-

ground capability is thePush Notification Servicecoming in the next releases of the SDK. With the

Push technology, probes are sent by the Apple backend servers, which serve as relays for Push mes-

sages sent by a sender host to a receiver iPhone. As the receiver iPhone is woken up by the probe the

user is asked by the iPhone OS whether to let the application run in response to the probe message

or not. The latest iOS supports the application background mode, however some of the sensors, i.e.,

the accelerometer, are shutdown when an application is pushed to the background. This limits the

accuracy of a mobile sensing application relying on a continuous stream of accelerometer data to

perform activity recognition.

- Short-range radio API limited capability. With the first iOS generation it was not possible to

have access to the Bluetooth or WiFi radio stack APIs and the only means to exchange information

with neighboring iPhones is through the iPhone networking stack via the Bonjour service through

WiFi. The networking capability was therefore limited and does not allow developers to build

sophisticated pairing protocols. The latest iOS proposes amuch more comprehensive and flexible

set of networking APIs.

2.6.3 Performance Evaluation

In this section, we report initial results from a number of experiments aimed at evaluating the first

generation iPhone computational capability, battery duration, and localization accuracy by using the
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Figure 2.12: (a) Battery duration with and without CenceMe running whilethe iPhone screen saver is set
to off; localization accuracy for eight different locations in the Dartmouth campus of (b) the old iPhone (no
GPS), and (c) the iPhone 3G (with GPS).

original iPhone model, i.e., the one without GPS, and the iPhone 3G, which instead mounts a GPS.

Computational Capability. In order to evaluate the processing power of the iPhone we runa fast

fourier transform (FFT) algorithm, which is part of the CenceMe software suite, and measure the

iPhone computation time. The FFT computation evaluation isperformed during normal CenceMe

usage pattern [101]. The FFT we use is Kiss FFT [104], a well known open source high performance

FFT library. We choose the FFT as a means to evaluate the iPhone under high computational load

since the FFT is a common tool used in inference techniques applied to sensor data such as the

accelerometer and audio data streams. As shown in Figure 2.11, the iPhone computation time up

to 4096 FFT points is below 60 msec even for a large number, i.e., 60000, of sampled events in

time. Many of the sensor data analysis algorithms make use of512 - 2048 FFT points calculation

which means that they could efficiently leverage the iPhone’s computational power. Large data bins

in time, up to 60000 samples in our experiment, could also be quite efficiently handled by the FFT

on the iPhone in at most 200 msec.

Battery Lifetime. We perform some experiments to quantify the battery drain ofthe first generation

iPhone when running CenceMe compared to the baseline power usage without CenceMe. We set

the screen saver to off so that the phone never goes to standbymode.

37



Table 2.6: Localization accuracy for different places in the Dartmouth Campus - Legend:C.S. = Cellular
Signal;A = Old iPhone accuracy (m);B = iPhone 3G accuracy (m);C = Garmin GPS accuracy (m);D = Old
iPhone-Garmin GPS localization difference (m);E = iPhone 3G-Garmin GPS localization difference (m)

Location WiFi C.S. A B C D E
1 Computer Science Bld indoor good good 83 22 N/A N/A N/A
2 Computer Science Bld outdoorgood good 44 17 14 29 36
3 Library outdoor good good 17 9 8 0 1
4 Library indoor good mediocre 13 5 N/A N/A N/A
5 Golf course none good 759 17 5 45 1
6 Engineering Bld weak weak 95 17 5 14 0
7 Main St. none weak 179 47 11 5 4
8 The Green none good 323 47 5 24 2

The battery duration for different data upload rates when CenceMe is running is compared to the

duration when CenceMe is not running, as shown in Figure 2.12(a). With the phone’s standby mode

off and running CenceMe continuously, the battery lifetimespans between 4 hours and 37 min to 7

hours according to the upload rate. We then turn the screen saver back on and set it to 5 minutes and

we run CenceMe with the following cycle: run for 5 minutes, let the screen saver go off, leave the

screen saver up for 5 minutes, wake the phone up for 5 minutes and so on until the battery discharges

completely. In this way, for the same upload rates, we obtaina phone usage time (meaning time

available to play with CenceMe) between 4 hours 50 min and 5 hours 20 min whereas the battery

overall lasts between 10 hours and almost 11 hours. This battery duration is similar to the duration

obtained with iPhone usage patterns comparable to the one ofour experiment running applications

different from CenceMe.

This is because the prevalent battery drain is due to the large iPhone LCD screen rather than the

networking activity for data transmission/reception operated by CenceMe.

Localization Accuracy. To evaluate the localization accuracy of both the first generation iPhone

(without GPS) and the iPhone 3G (with GPS) we carry out the following experiment: we walk in the

Dartmouth College campus with both the iPhone models and a Garmin eTrex GPS. We record the

geographical coordinates from the Garmin and the iPhone devices at eight different locations. On

the maps in Figure 2.12(b) and Figure 2.12(c), referring, respectively, to the old iPhone and iPhone

3G, eight clusters are shown, each indicating: the locationmanually tagged by the person carrying

the devices, the location reported by the Garmin, and the location indicated by the iPhone. Since

the pre-iPhone 3G localization engine uses WiFi [103] and cellular triangulation, whenever either

the WiFi or the cellular coverage is poor the result is low localization accuracy.

This can be seen for locations associated to clusters 5 and 8 where there is poor WiFi and/or

cellular coverage. In case of clusters 1 and 4, which are indoor locations where GPS performs

poorly, the iPhone localization is more accurate given the high quality of the WiFi and cellular sig-

nal. Overall, since the small town of Hanover is not served bymany cell towers, which would allow

the iPhone localization triangulation algorithm to be moreaccurate, the iPhone estimates an accu-

racy between 13 and 759 meters, as shown in column A of Table 2.6. However, the actual distance
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difference between the iPhone and GPS reported locations (as shown in column D of Table 2.6)

is 45 m at most, indicating that the iPhone localization algorithm uses a conservative approach to

estimate its accuracy. The GPS boosts the localization accuracy of the iPhone 3G, being particularly

effective where there is a lack of WiFi coverage or the cellular signal is poor. This can be seen from

columns B and E of Table 2.6 where, respectively, the error estimated by the iPhone 3G and the

localization difference between the iPhone 3G and GPS is smaller than the old iPhone model case.

2.7 User Study

Because CenceMe is designed to be a social network we need to go beyond simple measures of

system performance to best understand the utility of people-centric sensing applications such as

CenceMe. Our goal is to bring CenceMe to the attention of potential users, ask them to use CenceMe

and provide detailed feedback about their user experience by means of a survey. For this reason we

conducted an “operational” experiment. The experiment conducted over a three week period in-

volved 22 people. Participants were each given a Nokia N95 with the CenceMe software (including

ClickStatus) and a free voice/data plan. Users had server side accounts and access to the CenceMe

portal. While some of the users were friends we placed all users in the same buddy list as a means

to create some community. The pool of candidates picked within the population of students and

staff at our university was composed of 12 undergraduate students, 1 research assistant, 1 staff engi-

neer, 7 graduate students, and 1 professor. The research assistant and four undergraduates have little

computer science background. Sixteen participants are active Facebook users. Before discussing

the detailed experience of users, we summarize some resultsfrom the user study:

• Almost all of the participants liked using CenceMe and its features. One user wrote: “it’s a

new way to be part of a social network”.

• Facebook users are particularly active in terms of willingness to share detailed status and

presence information with their friends.

• Privacy could be a concern but users are fine with sharing their presence status as long as they

have the means to easily and efficiently control their privacy settings.

• CenceMe stimulates curiosity among users. Users want to know what other people are doing

while on the move.

• CenceMe can aid people in learning their own activity patterns and social status.

A new way to connect people.Almost all the participants find the idea of providing and view-

ing detailed information about people they are close to compelling, useful, and fun. In particular,

location, activity/conversation, the historical log of the person’s presence, random images, and so-

cial context are the features that people like the most. Thispattern is confirmed in Figure 2.13(a),

where the cumulative participants’ feature utilization for different hours of the day derived from
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Figure 2.13: CenceMe user study statistics.

the analysis of system logs on the backend is shown. It is evident that location information which

reveals where friends are is the feature most used by the participants. The random photos was also

found to be of interest because it can be used as a way to tag theperson’s day as in a diary: “oh

yeah... that chair... I was in classroom 112 at 2PM”. The photos are often blurred, since they are

taken outside the control of the person, but they still servethe diary tagging purpose. Some of the

participants did not particularly like the fact that the system takes pictures outside their control, so

they opted to turn that feature off by customizing their privacy policy on the phone.

What is the potential CenceMe demographic?We believe that people-centric sensing ap-

plications such as CenceMe could become popular among social networking application users, for

whom sharing context and information is popular. For many ofthese users, privacy is less of a

concern than for others, as shown by their interest in publicly publishing personal history in detail

in blogs and on social networks. This tendency is also highlighted in Figure 2.13(b) which shows a

comparison between the cumulative number of random photos inserted into the database versus the

total number of photos deleted for different hours of the day. Once photos are uploaded users are

given the opportunity to selectively delete them from the system.

Few participants (4 out of 22) disabled the random photo for the entire duration of the experi-

ment and others disabled it at different times of the day to meet their privacy needs or the needs of
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the people around them. In general, as shown in Figure 2.13(b), the number of non-deleted photos

available for sharing is much greater than the number of deleted photos. Most participants did not

mind having pictures taken at any time of the day and in randomsettings and then being shared

with all the other participants. Many of them were excited bythe idea of guessing what their friends

were doing through the hint provided by random photos. Moreover, no CenceMe presence sharing

restriction was applied by the participants, who allowed their sensing presence to be accessible by

everyone in the group. Although some users stated that they could foresee wanting to apply a pres-

ence sharing restriction policy under certain conditions (e.g., if their parents had access), they felt

comfortable with the idea of others seeing their presence most of the time.

Learn about yourself and your friends. “CenceMe made me realize I’m lazier than I thought

and encouraged me to exercise a bit more”. This quote is taken from one participant’s survey. Other

users expressed similar thoughts. Users view CenceMe as an application that potentially could tell

them things that might be intuitively obvious, but are ofteninvisible in their lives due to familiarity

and repetition. Some examples are lack of physical activityand spending a lot of time in front

of a computer. Near-real time presence sharing and historical presence representation are ways to

capture peoples’ lifestyle and trends about activity, social context (am I often alone? do I party too

much?), and location.

My friends always with me. The study highlights that the participants enjoyed retrieving their

friends’ presence on the mobile phone with ClickStatus in addition to checking the portal. The

average number of times per day they checked presence was 4± 3 times, where 3 is the standard

deviation. Figure 2.13(c) shows a comparison between the total number of times presence is ac-

cessed through the portal or via ClickStatus distributed throughout the day. Although the number of

times the participants access the portal is larger than their use of ClickStatus on the N95, ClickSta-

tus is actively used. This is clear from Figure 2.13(c), where the use of ClickStatus rises during the

time of day when people are presumably most likely on the movebecause they are going to class

(between noon and 6PM) or hanging out with friends (between 8PM and 11PM).

Overall, the user experience is positive. Because many of them enjoyed using CenceMe, they

kept the CenceMe phone for a while after the end of the experiment. We are currently working

on revising some of the components and improving a few architectural elements in order to reflect

some of the valuable feedback from the participants. Specifically, future revisions of the CenceMe

system will include:

• An improved CenceMe software module on the phone that prolongs the battery life. Our goal

is to achieve a 48 hour duration without recharging the device.

• An enhanced version of the portal to provide finer grained privacy policy settings as well as an

enhanced ClickStatus user interface to provide the user with more powerful ways to browse

their friend’s presence.

• A shorter classification time for primitives and facts because many of the participants believe

that real time access to buddies’ sensing presence should beone of the features of the system.
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System architectural revisions are currently under consideration to meet this requirement. A

burst mode for sensing may prove to be useful.

2.8 CenceMe Large-Scale Deployment

The smartphone’s programmability, pervasiveness and growing computational capability, along

with the application distribution systems support (i.e., vendor specific app stores) are contributing

to an explosion of smartphone-centered research across many area of interest to the UbiComp com-

munity: from gaming to social networking, green applications, and mobile sensing. The application

distribution system support in particular (e.g., Apple AppStore, Android Market, and Nokia Ovi)

is a game changer for the research community because it enables the deployment of applications to

millions of smartphones in the blink of an eye and gives the opportunity to collect very large data

sets from the wild as never possible before. By mining rich, large-scale data sets researchers will

be able to answer novel and exciting research questions discovering, for example, the way people

use and interact with their mobile phones [105, 106], with location-based social networks [107] and

green apps [42].

In this Section, we report on our experience from releasing CenceMe [14] to the public through

the Apple App Store. CenceMe is a social sensing applicationfor smartphone that was first im-

plemented on the Nokia N95 devices in 2007 and evaluated as part of a small scale study [14].

Following this, CenceMe was ported to the iPhone and released publicly in July 2008 when the App

Store was first launched. Since its release on the App Store CenceMe has been used by over 9100

active users in over 95 countries. The goals of the iPhone CenceMe release are the following: i)

scale our project outside the confined settings of a researchlab and give the application a “global”

dimension; ii) understand how a mobile sensing applicationworks in the wild without the direct

control of the researchers; iii) assess the interest of people toward a mobile sensing application,

which, by exploiting the phone’s sensors to transparently infer human activity and the surroundings

of the user, opens up new dimensions, in terms of content and privacy.

We describe the design of the iPhone CenceMe client and backend and the challenges encountered

in building a mobile sensing application to be publicly used. We discuss the “deploy-use-refine”

approach we adopt in order to evolve the system design as users’ feedback is collected. We describe

the software challenges and limitations that could impact the capabilities of a global mobile sensing

application. When a mobile sensing application runs unmanned in the wild there is no guarantee

that the event being inferred (having sensed it using the phone onboard sensors) is correct, since

there is no notion of ground truth. We propose a mechanism that boosts the fidelity of mobile sens-

ing applications by relying on a multi-sensing modality approach to mitigate the effect of lack of

ground truth data.

It is important to point out that releasing an application tothe public for research purposes requires

to be compliant with the ethic code, privacy, and security constraints that protect the users of the ap-

plication. It is also necessary to follow the research institution or university ethics recommendations
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from the IRB (Institutional Review Board) regulating user data collection and treatment.

2.9 IPhone CenceMe

CenceMe is a social sensing application which integrates with popular social networking platforms

such as Facebook, MySpace, and Twitter to augment a person’scontext status by using the phone’s

onboard sensors [14]. By running machine learning algorithms on the mobile phone itself over the

sensor data collected by the phone’s accelerometer, microphone, bluetooth/wifi/GPS, and camera

and fusion techniques on backend machines, CenceMe infers aperson’s activity (e.g., sitting, walk-

ing, running) and social context (e.g., dancing, with friends, at a restaurant, listening to music) in

an automated way. This information is shared within the person’s social circle automatically giv-

ing the user the ability to customize their privacy settingsto regulate what and where to publish the

sensing-based presence. In what follows, we describe the architecture of the iPhone CenceMe client

(in order to meet usability, classifiers resiliency, and preserve the phone user experience in terms

of battery life for example) and backend (designed to be robust against failures, bursty user access,

etc).

2.9.1 Client

The iPhone CenceMe client is implemented using a combination of Objective-C and legacy ANSI

C code. Objective-C is mainly used for the user interface implementation, to access the low level

sensors, the internal sqlite database, and to respect the model-view-controller principle of iPhone

OS. C is adopted to implement the activity recognition classifier (which relies on a decision tree

algorithm), and for the audio classifier (that determines the surrounding audio level - noise, quiet -

or if a person is in a conversation). The audio classifier is a support vector machine (SVM) technique

using the LIBSVM C library [108].

The client is responsible for: i) operating the person’s presence inference over the sensor data by

locally running the inference algorithms; ii) communicating the inference labels to the backend;

iii) displaying the user’s and their buddies sensing presence (activity, social context, location), the

privacy configurations, and various other interface views that allow, for example, a user to post

short messages on their preferred social network account. The classifiers are trained offline in a

supervised manner, i.e., taking large collections of labeled data for both the audio and accelerometer

modalities and using that data to train the classification models which are later deployed on the

phone. Although earlier versions of the iPhone OS did not support multitasking (i.e., the capability

to run applications in the background) the CenceMe client isdesigned to properly duty-cycle the

sensing, inference routines, and communication rendezvous with the backend to limit the battery

drain of the phone when the application is active. Reducing the battery drain is critical to avoid

rapid battery discharges when the application is used, a condition that would negatively impact the

phone user experience.
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Figure 2.14: The “deploy-use-refine” model adopted for the CenceMe large-scale deployment.

2.9.2 Cloud

The iPhone CenceMe backend, which is implemented on the Amazon Web Service cloud infras-

tructure [109], is comprised by a series of different virtual machine images. Each machine is an

Amazon EC2 virtual machine instance running Linux which provides a series of PHP and Python

based REST web service allowing multiple machines to be composed together. Each image per-

forms a different role in the backend infrastructure and hasbeen designed to be initialized and

composed together to offer different operating points of cost and performance. This allows us to

temporarily initialize different numbers of machines of different types depending on the existing or

expected user workload. It also allows us to manage the cost of running the CenceMe service so

that we can provision additional machines (which incur additional costs) only when user demand

requires it (for example, when a new model of the Apple iPhoneis released and temporarily many

users try out our application, which causes us to reconfigureour system).

The server side system is responsible for: i) storing user sensor presence information and allowing

other CenceMe clients restricted access to this data; ii) publishing this sensor presence information

to third party social network such as Twitter and Facebook; iii) maintaining the CenceMe social net-

work friend link structure; iv) performing routine user registration and account maintenance tasks;

and v) the collection of statistics about user behavior bothon the client and backend side of the

system.

2.10 Large Scale Deployment: Lessons Learnt

In this section, we discuss the experience we gained by deploying CenceMe on the App Store and

having it used by thousand of users worldwide. Throughout the development and the evolution

stages of iPhone CenceMe we applied a “deploy-use-refine” model (see Figure 2.14). According to
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this strategy, after initial tests in the lab, the application is deployed on the App Store. Following this

phase, users start downloading and using the application. Their feedback and user experience over

time, submitted to us via a dedicated customer support emailchannel or the CenceMe discussion

board [110], trigger the application fixing and refinement process, in order to meet users satisfaction

and improve the application usability. In what follows, thelessons learnt from the iPhone CenceMe

deployment are reported.

Information Disclosure. When leveraging an application distribution system such asthe App Store

to collect data to be used for research purposes, it is very important that the user downloading the

application is fully informed about the nature of the application and the data being collected, as

well as how the data is going to be handled. Full disclosure ofsuch information is often required by

universities IRB and disclaimers should be made clear in theapplication terms of service. Given the

sensitive nature of the iPhone CenceMe data, i.e., inference labels from sensor data, our university

IRB makes us add a different consent form following the termsof service page which explicitly

mentions the purpose of the application and describes the nature of the data collected along with the

use we are making of the data. According to IRB, this extra step is needed because people do not

often read terms of service notes carefully, thus, a second dedicated disclosure form is required. Of

course, by requiring a consent form through the involvementof IRB as often needed when carry-

ing out research involving human subjects, the cycle of an application deployment becomes much

longer. The IRB might take months to approve a certain research project, and even so several iter-

ative steps may be needed in order to meet the IRB requirements. This implies long cycles before

an application can be released. This extra time should be taken into consideration by researchers

that want to carry out research at large scale through application distribution systems. The second

implication of adding an explicit consent form in the application is that users might opt out from

using the application (as we verified with some of the iPhone CenceMe users). This is because

people are not yet used to downloading research applications from a commercial platform such as

the App Store and they do not often understand the purpose of the research. As a consequence, the

pool of users participating in the research might grow slowly.

Monetary and Time Costs. Moving research outside the lab for large scale deploymentsthrough

the App Store has also monetary and time related costs. Bursty incoming user data, along with the

necessity to rely on robust and reliable backend servers, most likely demand the support of cloud

computing services [109]. In this way, the researchers’ maintenance job is greatly alleviated since

existing cloud services guarantee reliability and the ability to rapidly scale to more resources if

needed. The flip side is that researchers have to be ready to sustain the subscription cost.

It is also to be taken into account the time overhead needed toadapt the application to new phone OS

releases (which often carry API changes) in order to make theapplication able to transition through

different versions of the software seamlessly. Without this support, users would not be guaranteed

a smooth usage of the application which could potentially bedropped with severe impacts on the

research outcome. Users might also ask questions and need tobe guided through the use of the

application. Researchers need to be ready to devote some of their time to customer service support.

45



A prompt response from an application developer gives strong feelings about the solidity of the

application and the people supporting it.

Software Robustness.Software robustness and clean user interface (UI) design may be a foregone

conclusion. However, the effects of poor software design (which implies little robustness of the

application) and poor UI layouts should not be underestimated. People downloading an application

from any distribution system expect the software to be robust, simple to use, with easy-to-navigate

UI. If any of these requirements are not met, users might loose confidence in the application and not

use it anymore. As researchers, we might not have the UI design skills often required to make an

application attractive. It is then important to collect feedback from domain experts that can guide

the researcher to a proper design of the UI. We learnt about this issue after a couple of iterations of

the iPhone CenceMe client. We modified the UI design and the different navigation views by taking

into account users feedback and our own experience in using the app.

By dealing with software that needs to run on mobile phones, researchers have to pay great attention

to the impact the application might have on the phone performance itself. Phone manufactures often

guarantee that the user experience with the phone is not degraded when third party apps are running.

Hence, resources are reclaimed, namely RAM and CPU, when thephone OS assesses that there is a

need for it. Researchers have to make sure that the application does not take too many CPU cycles

and/or occupy too much RAM, otherwise the application mightbe shut down unexpectedly. This is

a particularly important aspect to be considered for applications designed to run in the background.

Researchers that want to deploy applications at large scalehave to be ready to write code at near-

production level, in order to maximize the application usability and robustness.

Although testing the application in the lab might not let youdiscover all the possible glitches in the

code, extensive testing phases are required before submitting an application to the distribution sys-

tem. This is important in order to minimize the likelihood that users will encounter problems with

an application and to reduce the chances that an applicationis rejected during the screening process;

for example in the case of the Apple App Store. It should be noted that Android Market does not

screen applications making it more attractive in the case ofsome applications. One of the CenceMe

releases did not pass the screening phase because of a debugging flag mistakenly left in the code

causing the application to crash. As a result of this silly mistake the application was pushed to the

back of the application screening process queue by Apple, delaying the new release of CenceMe by

several weeks.

Hardware Incompatibilities. New phone models or the evolution of existing models could present

hardware differences that could impact the application performance. We experienced this issue

during the iPhone 2G to 3G generation transition phase, where the former mounts a different mi-

crophone than the latter. We started noticing a performancedrop of the audio classifier when the

same application was running on a 3G phone. The drop was caused by the fact the audio classifier

for conversation detection was trained using audio samplesmainly recorded with iPhones 2G. Since

the frequency response of the iPhone 3G microphone is different from the 2G model, the classifier

trained with 2G audio was not able to infer accurately 3G audio. For a large scale application de-
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veloper it is then important to realize these differences intime to limit misbehaviors when people

replace their devices.

User Incentives.In order for users to use a research application they have to have an incentive and

enjoy it when the application is active on their phone. If there is no or little return to them, the appli-

cation might be used rarely with scarce benefit to the research outcome. In order to engage users we

include a feature in the iPhone CenceMe client namedIconMe. IconMe allows a user to select an

icon that better represents their status, mood, and surroundings and associate a 140 character mes-

sage to it. Such a message is shared with the CenceMe friends and posted on the personal Facebook,

MySpace, and Twitter account according to the user’s preferences. We found this microblogging

service an effective way to stimulate the use of iPhone CenceMe.

User Reviews.Users reviews through blog posts or on the application distribution review system

itself can be brutal. And the impact of such reviews may be negative for the application reputation.

In order to limit the likelihood people report something notpleasant about the application, which

might discourage others from downloading it, the testing phase preceding the deployment has to

be extensive as pointed out above. For example, at the very beginning of the App Store launch

we thoroughly tested iPhone CenceMe on legacy iPhones, i.e., not jailbroken – which have modi-

fied software to enable deeper interaction with the platformthan what possible with legacy phones.

It never occurred to us that jailbroken phones might induce unexpected behaviors when running

our application. Some App Store reviews from iPhone CenceMeusers were reporting unexpected

crashes when using the application. After some investigation, we realized that the issue was present

only on jailbroken phones (the reviews were in fact from jailbroken phone users) and caused by a

routine accessing the sqlite database. It is again very important to point out that across-platforms

tests are needed in order to make sure the application is robust. This is a practice that is not usually

required for limited lab setting experiments, but necessary for large scale deployments and is again

a factor that impacts the duration of the research.

Software Limitation. Although sensors are being included in smartphones, the APIs to access them

and their behavior is not entirely designed to support mobile sensing applications. An example is

the accelerometer APIs. Phones operated by Android OS and the recent new iPhone OS4 support

multitasking and give the possibility to run applications in the background. Activity monitoring

applications require continuous streams of accelerometerdata. However, since the accelerometer

on modern smartphones is mainly intended to drive the user interface (e.g., move from portrait to

landscape mode) the manufacturers opted not for deliveringaccelerometer data to the application

anymore when the app is pushed to the background. Although this is a sound design choice from a

UI standpoint because an application in the background doesnot need an active UI, it is not desir-

able for a continuous sensing application. Such a limitation has to be taken into consideration.

Lack of Ground Truth. As soon as a mobile sensing application is being used and inferred la-

bels start converging to the backend, the question is: how reliable that label is? Is the event being

inferred actually occurring? We do not have ground truth evidence when the application operates

in the wild. One way to increase the trustworthiness of the data is to randomly prompt the user to

47



provide a label for the current inferred event. Even if this procedure is sparse in time, it might allow

us to collect significant statistical evidence in the long run. The other option is to design and exploit

novel techniques that mine peoples multimedia content, (e.g., microblog posts/tweets, video, pho-

tos, audio clips) as a means of seeking correlation between the semantic of keywords/characteristic

features of the multimedia content and the actual activity.We are currently investigating both the

possibilities.

2.11 Related Work

There is growing interest in the use of sensor-enabled mobile phones for people-centric sensing

[7, 73, 9, 111, 4]. A number of diverse applications are emerging. In [42], the authors describe

an application that determines pollution exposure indexesfor people carrying mobile devices. A

micro-blogging service is discussed in [112] that uses mobile devices to record multimedia content

in-situ and shares this content in a real-time. In [51], we discuss the integration of the CenceMe

application with Second Life [113]. The use of personal sensor streams in virtual worlds is a new

and interesting area of research.

Cellphones have been used to learn about social connections[114, 3] and provide context-aware

communications using location information from cellular towers and manually configured prefer-

ences in the iCAMS system [115]. The iCAMS system allows users to pick the preferred method

of communication according to a person’s status and location (e.g., in person, email, home/work

phone). WatchMe [116] is a similar system that aims at choosing the best way to communicate with

buddies. WatchMe relies on GPS trace analysis to determine whether a person is walking or driving,

and uses the phone’s microphone to infer talking and silent states. CenceMe differs from iCAMS

and WatchMe because of the rich context it provides about a person in an automated and transparent

way. In the same way CenceMe also differs from Twitter [117],an application to publish text-based

status messages generated by users.

There is a large body of work on activity inference and modeling using customized sensors

worn by people [118, 11, 76, 119, 19]. CenceMe differs from this work because it implements the

activity inference algorithms on commercial mobile phones. As discussed in this Chapter there are a

number of important design tradeoffs that need to be taken into account when implementing always-

on people-centric sensing applications like CenceMe on off-the-shelf mobile phones. Systems such

as SATIRE [22] also assume sensing devices with great capabilities being embedded into “smart

clothing”. An interactive dancing project [120] requires people to wear customized sensors mounted

on shoes to track dancing activity. In [11] the authors discuss their experience building efficient

classification techniques on the Intel Mobile Sensing Platform (MSP), a small form factor wearable

device for embedded activity recognition. The MSP platformis quite powerful compared to many

cellular devices. The CenceMe classifiers have been tailored to operate on less capable devices than

the MSP while remaining effective.

Researchers have started leveraging commercial application distribution systems to carry out
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global scale research [121, 122, 107, 105] while identifying challenges [123]. The authors of [107]

analyze the public available data from the Brightkite mobile social network to study the behavior of

users. Results from the study of a large deployment through the App Store of a game application are

reported in [121], while [122] discusses the findings from a global scale study of a HCI technology

deployed on the App Store. The authors of [106] and [105] present the results of medium and large

scale experiments to investigate smartphone usage patterns, respectively.

2.12 Summary

In this Chapter we presented the implementation, evaluation, and user experiences of the CenceMe

application, which represents one of the first applicationsto automatically retrieve and publish sens-

ing presence to social networks using Nokia N95 mobile phones. We described a full system im-

plementation of CenceMe with its performance evaluation. We discussed a number of important

design decisions needed to resolve various limitations that are present when trying to deploy an

always-on sensing application on a commercial mobile phone. We also presented the results from a

long-lived experiment where CenceMe was used by 22 users fora three week period. We discussed

the user study and lessons learnt from the deployment of the application and highlighted how we

could improve the application moving forward. We discussedour experience from our large-scale

CenceMe deployment through the Apple App Store. We gained a number of important insights

using new application delivery channels presented by app stores and supporting a large number of

users over a long period of time for what is essentially a research app and not a commercial app – a

sort of Trojan horse of sorts, a research project masquerading as a phone application. Many impor-

tant questions remain in this new era. How do we collect and validate our research data when we

have limited control over users and lack real ground truth? How do we make sure we have a good

cross section of users to validate our study? Will app storescontinue to allow academic researchers

to use their deliver channels to do research? If a research app becomes wildly popular how do small

academic labs respond to that in terms of financing cloud infrastructure and supporting potentially

100s of thousands of users? It is clear that the new environment represents a fast way to try out

new ideas in the market place driving more and more innovation. In essence, the app stores are the

digital equivalent of the petri dish – we can germinate new ideas and watch them grow or fade in

the real world, with real users, distributed across the world. This is a very exciting departure from

how we did research before app stores.

Many challenges were discovered during the CenceMe deployments. They range from the need

to design more scalable classifiers that efficiently operatein the wild, to the importance of addressing

inference robustness against sensing context and mobility, and the necessity to find ways to validate

inferred labels collected from the wild. In the next chapterwe discuss a distributed and collaborative

inference framework to improve the robustness of mobile sensing applications. In Chapter 4 we

present a large-scale mobile sensing application for people and places characterization, where we

show preliminary results for a technique to validate inference labels collected from the wild.
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Chapter 3

A Distributed and Collaborative Inference

Framework for Smartphone Sensing Support

3.1 Introduction

The continuing need to communicate has always pushed peopleto invent better and more efficient

ways to convey messages, propagate ideas, and share personal information with friends and family.

Social-networking, for example, is the fastest growing phenomenon of the Internet era where peo-

ple communicate and share content with friends, family, andacquaintances. Recently, researchers

started investigating new ways to augment existing channels of communication and improve in-

formation exchange between individuals using the computational and sensing resources offered by

sensor-enabled mobile phones (aka smartphones). These phones already utilize sensor data to filter

relevant information (e.g., location-based services) or provide better user experiences (e.g., using

accelerometer data to drive smartphone sensing applications). However, information about user’s

behavior (e.g., having a conversation) and personal context (e.g., hanging out with friends) is often

provided manually by the user. This naturally leads to the following thoughts: what if the avail-

able sensors are further exploited to automatically infer various aspects of a person’s life in ways

that have not been done before? What if the characterizationof the person’smicrocosmoscould be

seen as a new form of communication? We believe that as sensor-enabled mobile phones become

commonplace, they can be used at a personal-scale to enrich and support communication and col-

laboration, to measure and improve task performance, and toaide in the assessment of health and

wellness.

There is a growing research effort in using mobile phones to infer information about people’s

behavior and their environment [71, 111, 124, 48, 14, 41, 40]. These systems typically rely on pre-

trained models or classifiers, where the training data from events of interest are acquired in advance.

It is often exceedingly hard to obtain a representative training set from which to build reliable

classifiers (e.g., samples of an individual’s voice in all possible environments). As a result classifiers

tend to perform poorly. Furthermore, current approaches donot take advantage of increased sensing

density offered, for example, by the cloud of mobile phones around us. This cloud represents an
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Figure 3.1: Darwin’s steps: (a) evolution, (b) pooling and (c) collaborative inference. They represent Dar-
win’s novel evolve-pool-collaborate model implemented onmobile phones.

ensemble of in situ resources that can cooperate to boost sensing performance, make sensing more

robust, and achieve a common sensing task in a more efficient and scalable way.

With the rising interest in smartphone sensing applications we believe there is a need to provide

mechanisms that maximize the robustness, accuracy, and scalability of these applications. In this

Chapter, we present Darwin, a novel collaborative reasoning system that is self-extending and uti-

lizes co-located mobile devices to achieve better accuracyand scalability, at lower cost to the user.

As shown in Figure 3.1, Darwin combines three different computational steps to achieve its goal:

Classifier evolution is an automated approach to updating models over time such that the clas-

sifiers are robust to the variability in sensing conditions common to mobile phones (e.g., phone in

the pocket, in pocket bag, out of the pocket), and settings (e.g., noisy and loud environments). A

fully supervised learning method, where labeled examples from different context are provided to

the system, would not be practical in this case since the phone owner would continually have to pro-

vide labels any time an event is detected that is determined to be in a different setting and context.

This simply does not scale and would be unacceptable to users. While self-evolving classification

models techniques have been investigated in the past [125],we show the actual deployment of such

techniques on a real phone based system.

Model pooling is a novel technique which is designed to answer the following question: can

we reuse models that have already been built and possibly evolved on other phones? This would

increase the system scalability because there would be no need to retrain classifiers for events which

already have classifiers trained to recognize them. With pooling, mobile phones exchange classifi-

cation models whenever the model is available from another phone, thus, allowing mobile phones

to quickly expand their classification capabilities; that is, if a given mobile phone does not have a

model for a person or an event, there is no need for it to createa new classifier as it can readily ob-

tain and use another phone’s model. Note, that models can be exchanged in-situ between co-located

phones or from servers over the network. In either case the basic pooling process remains the same.

Collaborative inference combines the classification results from multiple phones toachieve
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better, more robust inference with higher confidence in the sensing result. After pooling, co-located

mobile phones all have the same classifiers. At this point they can run the same inference algorithms

in parallel and a final inference result can be obtained by combining the output from the different

phones. This allows the system to be more robust to degradation in sensing quality experienced by

some of the phones (e.g., a person carrying the phone in the pocket) and take advantage of improved

sensing quality offered by others (e.g., the phone is out of the pocket near the event to be sensed).

We show the performance of Darwin by exploiting the audio modality of mobile phones, in

particular, we show the benefit of applying Darwin to a speaker recognition application using audio

sampled by the onboard microphone. We show the performance of the speaker recognition algo-

rithm on the Nokia N97 [126] and Apple iPhone [92] in different settings and context when Darwin

and the speaker recognition application are used by eight people.

The reason we select speaker recognition is not because we intend to design a new speaker

recognition algorithm (there is a considerable amount of literature on this topic [127, 128, 129, 130,

131]), but to show how Darwin improves a mobile sensing application inference quality.

Darwin is founded on an opportunistic sensing paradigm [4],where the user is not an active

participant in the sensing activity (i.e., actively takinga sensor reading). In this case, sensing hap-

pens automatically and continuously when the system determines that the sensing context is right

for sensing. Darwin can be thought of as a sensing system running in the “background mode” of

the mobile phone without any user intervention in actual sensing. The key contribution of our work

is to show how Darwin can boost the inference accuracy of mobile sensing systems by applying

distributed computing and collaborative inference concepts to these systems when devices come

together opportunistically. We conjecture that Darwin applied to other smartphone sensing appli-

cations and systems that use the microphone as an audio sensor [40, 41] would also see similar

performance improvements because audio sensed data is sensitive to the characteristics of the en-

vironment (e.g., noise, other people speaking, etc.) and sensor context of the phone (e.g., in or out

of pocket for example). At the end of the Chapter, we also showhow Darwin could be integrated

with a mobile social networking application, a place discovery application, and a friend tagging

application.

Today, smartphone sensing applications mostly exploit theGPS, accelerometer, digital compass,

and microphone sensors for personal sensing. In the future,smartphone sensing will be societal-

scale supporting a broad set of social, health and environmental applications, such as, tracking

pollution, population well-being, or the spread of disease. It is also likely that more sophisticated

sensors will be embedded in phones, such as, pollution and air quality sensors [35] and galvanic

skin response (GSR) sensors. The sensing and inference quality of these applications is affected by

many factors. Importantly,phone sensing context, i.e., the position of the phone on a person’s body

in relation to the sensed event, is challenging for these emerging applications. A phone in the pocket

or bag might perform poorly when sensing air quality or audioevents. Classification models are also

limited by the quality of the trained data and their inability to capture different characteristics from

the data in different environments. Darwin’s novelevolve-pool-collaboratemodel is designed to
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Figure 3.2: Examples of application domains Darwin can be applied to: social context (e.g., in conversation,
in a meeting) and ambient audio fingerprinting using the microphone; pollution monitoring leveraging the
phone’s pollution sensor; radio fingerprinting for localization with GPS, WiFi and cellular triangulation; and
applications exploiting the phone’s camera.

provide a foundation for a broad family of existing and emerging sensors and applications, as shown

in Figure 3.2. To the best of our knowledge, Darwin represents the first system implemented on a

number of mobile phones that can evolve, pool, and enable cooperation providing robust, efficient,

and scalable sensing.

The structure of this Chapter is as follows. Section 3.2 presents the detailed design of the

Darwin system, followed in Section 3.3, by a discussion of a technique introduced to infer the

phone sensing context. In Section 3.4 we discuss privacy andtrust issues. Section 3.5 presents the

system implementation and performance evaluation of Darwin applied to a proof-of-concept speaker

recognition application. Following this, we discuss a number of other sensing applications built on

Darwin and then discuss the related work in Section 3.6 and Section 3.7, respectively. Section 3.8

concludes with the chapter summary.

3.2 Darwin Design

In this section, we present the detailed design of the Darwinsystem including the use case speaker

recognition application.

3.2.1 Design Considerations

The design of Darwin is governed by the limited computational resources on the phone to run

computationally intensive machine learning algorithms and by mobility issues. In what follows, we

discuss these motivating factors and the design decisions that address them.

The main goal of mobile phones is expanding way beyond just making phone calls. Compared

to early mobile phones, modern smartphones are also powerful programmable platforms with, at

this writing, up to 1GHz processors and 1GB of application memory [132]. While smartphones

have increasing resources, running continuous sensing applications presents a number of important

challenges. These range from the design of efficient duty-cycling algorithms that can maintain

acceptable fidelity and time between charges, to the need to push more intelligence to the phone in

terms of classification algorithms without impacting the user experience (e.g., freezing the phone,
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slowing the UI, blocking calls). Machine learning algorithms that run on the phone to process

sensor data should be implemented in an efficient and lightweight manner. Darwin is designed to

reduce on-the-phone computation based on a split-level computation design [14], offloading some

of the work to backend servers (as discussed in Section 3.2) while trading off the cost for local

computation and wireless communication with backend servers.

Users carrying mobile phones also presents a number of challenges for continuous sensing ap-

plications that have to operate under real-world mobility conditions. The context of the phone is

challenging to sensing. Users carry phones in many different ways. Therefore, when a phone senses

an event, its context (e.g., in/out of the pocket, in/out thebag, etc.) will impact the sensing and in-

ference capability of the phone. Another challenge that mobility creates is that the same phone may

sense the same type of event under different conditions (e.g., the same person speaking in a quiet

office or noisy restaurant). This leads to poor inference. A group of co-located phones running the

same classification algorithm and sensing the same event in time and space could compute different

inference results because of the context problem and slightenvironmental differences, as discussed

above. In essence, each phone has a different viewpoint of the same event. These real-world issues

arise because sensing takes place out in the wild – not in a controlled laboratory setting – and is

governed by the uncontrolled mobility of users.

Darwin exploits mobility and addresses these challenges. It uses classifier evolution to make

sure the classifier of an event on a phone is robust across different environments – works indoors

and outdoors for example. Extracting features from sensed events in order to train a classifier is

costly for a mobile phone in terms of computation and time. Darwin allow phones to pool classifi-

cation models when co-located or from backend servers. Pooling radically reduces the classification

latency because a phone can immediately start to make inferences without the need to train classi-

fiers. Different phones running the same classifier and sensing the same event are likely sensing the

event differently, as discussed above. Darwin uses collaborative inference to compensate for this

difference, boosting the final inference result. Darwin exploits mobility because it is designed to be

opportunistic in its use of classifier evolution, pooling, and collaborative inference.

3.2.2 Darwin Operations

In what follows, we present a high level description of how Darwin operates:(1) each mobile phone

builds a model1 of the event to be sensed through a seeding phase. Over time, the original model

is used to recruit new data and evolve the original model (seeFigure 3.1(a)). The intuition behind

this step is that, by incrementally recruiting new samples,the model will gather data in different

environments and be more robust to environmental variations. The phone computes the feature

vector2 locally on the phone itself and sends the features to a backend server for training. This is

1A classification model is represented by a mathematical expression with parameters. For example, in the case of a
Gaussian classification model, the model is identified by a Gaussian function with mean and standard deviation as the
parameters. Refer to Section 3.2.5 for further details.

2A feature vector is a vector of numerical elements representing an event. For example, in the case of activity recog-
nition applications that use the accelerometer, two feature vector elements often used are the mean and standard deviation

54



because the feature vector computation is quicker and more energy efficient than the training phase

of a machine learning algorithm such as a Gaussian Mixture Model (GMM), which is the technique

we use (it takes approximately 2 hours to train a GMM with 15 seconds of audio from experiments

on the Apple iPhone and N97).(2) When multiple mobile phones are co-located they exchange

their models so that each phone has its own model as well as theco-located phones’ models. Model

pooling, as shown in Figure 3.1(b), allows phones to share their knowledge to perform a larger

classification task (i.e., in the case of speaker recognition, going from recognizing the owner of

the phone to recognizing all the people around in conversation). After models are pooled from

neighboring mobile phones, each phone runs the classification algorithm independently. However,

each phone might have a different view of the same event – i.e., different phone sensing context. For

example, one of the phones might be inside the user’s pocket whereas another one might be outside,

or one of the phones could be closer to the sensing event than others. (3) Collaborative inference

exploits this diversity of different phone sensing contextviewpoints to increase the overall fidelity

of classification accuracy, as illustrated in Figure 3.1(c).

3.2.3 Speaker Recognition Use Case

We choose speaker recognition as our proof-of-concept application because the audio modality is

generally sensitive to environment and phone sensing context and we believe the findings from

this application will generalize to other classification problems such as in [40, 41] or pollution for

example [35] for which the phone sensing context is important. The speaker recognition applica-

tion attempts to determine the identity of a speaker by analyzing the audio stream coming from a

microphone. The recognition process includes the following steps:

Silence Suppression and Voicing.The system first eliminates audio chunks that contain silence

or low amplitude audio and then runs a voicing routine to remove the chunks that do not contain

human voice. By focusing only on chunks that are likely to contain human speech we reduce

the false-alarm rate of the classification system. The silence suppression filter works on 32 ms

of audio at a time and discards portion of the audio whose rootmean square (RMS) value falls

below a thresholdT . The thresholdT is determined experimentally under various conditions,

for example, recording voice using the mobile phone in quietindoor environments, on a sidewalk

of a busy road, and in a restaurant. The voicing is performed by training a GMM using several

hours of non-voice audio captured in various conditions (e.g., quiet environments, noisy from car

traffic, etc.) and discarding the audio chunks whose likelihood falls with a +/- 5% from the non-

voice likelihood. This threshold is also determined experimentally and found to be accurate for

many different scenarios. More advanced techniques could be considered in future work such as the

voicing scheme proposed in [133].

Feature Vector. The feature vector consists of Mel Frequency Cepstral Coefficients (MFCCs)

which are proven to be effective in speech audio processing [134, 135, 136]. We use coefficients 2

to 20 and skip the first coefficient because it models the DC component of the audio.

of the accelerometer readings.
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Speaker Model Computation.Each speaker is modeled with a mixture of 20 gaussians (hence,

a 20-component GMM). The reason we use GMM is because GMM algorithms are widely used in

the speaker recognition literature [137, 138]. An initial speaker model is built by collecting a short

training sample – 15 seconds in our current implementation.When a user installs the application

on their phone they are asked to provide a sample of voice by reading loud text displayed on the

phone screen. In Darwin, the initial model evolves to capture the characteristics of the different

environments where the person happens to be located.

Each speakeri’s modelMi corresponds to a GMMi, ∀ i, i = 1..N (whereN is the number of

speakers), and GMMi is the model trained and evolved by phonePi for speakeri3. A GMM i is

characterized by the tupleMi = <µµµ iii ,ΣΣΣiii ,wi>, whereµµµ iii is the P × Q multi-dimensional array

containing the mean values of the gaussian distribution,P is the number of components andQ is

the number of dimensions of the GMM model.ΣΣΣiii is theQ ×Q ×P multi-dimensional covariance

matrix, whereaswi is the 1× P array of weights for each gaussian component. For a detailed

discussion of a GMM for speaker identification see [137]. TheDarwin implementation usesQ = 19

(i.e., the number of MFCCs coefficient employed) andP = 20. We fix the number of components

to 20 because the larger the number of components, where a component represents a single gaussian

within the mixture, the more accurate the model is. At the same time as the number of components

increases, the computing cost for the model increases. For our implementation, we experimentally

verify that 20 components provide the best tradeoff betweencomputation cost and classification

accuracy.

Speaker Inference. In Darwin, speaker inference operates in a collaborative and distributed

manner. The inference is collaborative because all the mobile phones contribute to the final results

by communicating the confidence level associated with certain audio with other mobile phones

in the neighborhood using the short-range radio, such as, Bluetooth or WiFi. The inference is

distributed in the sense that the final inference result is derived locally on each individual mobile

phone without relying on any particular external entity. Weshow how collaborative inference boosts

the performance of the speaker recognition application.
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3.2.4 Classifier Evolution

Initial Training

The initial training phase is intended to be short so that theapplication can be used immediately by

people without requiring a prolonged initialization phase. Clearly, a short training data set implies

a less accurate classification model. For this reason off-the-shelf speaker recognition applications

[139, 130, 140] use large number of samples typically several tens of seconds of speakers’ voices

in order to achieve acceptable recognition accuracy. In oursystem, the initial speaker model is

just the starting point and the model is used to recruit new training data and evolve the model on-

the-go without additional user intervention. For applications other than speaker recognition, the

initial model of the event to be sensed is provided by the system during the deployment phase.

The evolution algorithm is designed to be applied to different sensing modalities other than audio,

i.e., air quality sensing, etc. The initial training phase consists of taking a sample or seed of the

sensed data and using half of the data to build the model. The remaining half for building a baseline

likelihood (BL) as shown in Figure 3.3(a).

During the initial training phase, a person is asked to talk into her phone until a voicing audio

stream of 30 seconds is collected by the mobile phone. The first 15 seconds of the training set are

used for training purposes and the remaining 15 seconds to set a baseline for the classifier evolution

technique, as discussed in Section 3.5. The raw audio streamreceived from the microphone is first

passed through the silence suppression and voicing filter; then, the training and baseline audio are

both fed into the MFCCs extractor. The MFCCstrain computed from the training audio form the

feature vector that is used to build a GMM of the speaker. The baseline audio is used to extract

MFCCsbase and to determine the BL that is used to recruit new audio samples, as discussed in

Section 3.2.4. The baseline is computed only for the model that the phone trains, which, in the case

of speaker recognition, is the model of the phone owner voice.

Evolution

An important challenge in training classifiers is to obtain sufficient amount of labeled data for su-

pervised training. Data labeling is tedious and expensive and real-time labeling is seldom practical

since people are averse to being interrupted in order to label data. In essence, labeling data does not

scale.

Therefore, machine learning algorithms running on mobile phones can not fully rely on su-

pervised learning strategies. In contrast, a fully unsupervised learning process without any human

intervention can often latch onto idiosyncrasies of the data and is not guaranteed to model the

classes the user might care about. Darwin takes a different approach by using a classifier evolu-

tion algorithm on mobile phones which uses a simple semi-supervised learning strategy [125]. We

show that such an approach can be effective in boosting the performance of the speaker recognition

3We associate one speaker to a single phone. Whenever the speaker is usingn phones we would haven different
GMM models, one per phone for the same speaker.
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system. Darwin’s classifier evolution revolves around the fact that mobile phones create different

classification models for different environments if existing classification models do not fit those en-

vironments. When the speaker recognition application bootstraps, the speaker’s voice is sampled

in a quiet environment to build the initial model for the owner of the phone (15 seconds of voicing

audio). During runtime, if the likelihood of the incoming audio stream is much lower than any of

the baseline likelihoods corresponding to the different models on the phone, then a new classifica-

tion model is evolved. The classifier evolution algorithm comprises the following steps: (i) obtain

the likelihood for a 96 ms incoming audio chunk; (ii) comparethe maximum likelihood estimator

(MLE) result with BL for models already existing on the phone; (iii) recruit the new audio as part

of the training data, if necessary; (iv) re-train the classification model; and finally (v) compute the

new BL, which is the likelihood of the original baseline plusthe newly recruited data. The classifier

evolution algorithm is detailed in Algorithm 1.

Comparison with BL. If L is the number of classification models for different environments,

the Likelihoodnew is compared with BLi, ∀ i, i=1..L. At the beginning, the phone contains only

BL1, which is derived from the initial training data set. IfLikelihoodnew falls between a +/- 3%

interval around one of the BLi, then that BLi is used as the reference BL for the environment where

the speaker is situated. We determine the 3% threshold experimentally in different settings and

this value is the one that best generalizes to different environments and with the best performance.

Because the threshold is derived for a set of environments where people spend most of their time

(e.g, quiet indoors, outdoor along a sidewalk of a busy street, and in a noisy restaurant) we are

confident that this threshold would extend to other similar environments.

After having determined which model to use, the absolute value of the difference between

Likelihoodnew and BLi is recorded. The vectorvecDiff holds these differences for each new au-

dio chunk. The mean and standard deviation of the elements invecDiff are then calculated.

Data Recruiting and Model Re-Training. New data is recruited for re-training if the fol-

lowing two conditions hold:i) the standard deviation of the elements invecDiff, when the new

difference is added, oscillates outside a +/-5% boundary around the standard deviation calculated

before the new difference is added tovecDiff; andii) theLikelihoodnew is greater or equal than (BLi

- mean{vecDiff}). The first condition ensures we are recruiting only voice data that differs from

the current model and the second normalizes the likelihood with respect to the mean. As new data

is added to the training set, the inference modeli is re-computed and a new BLi is calculated by

adding the audio chunk to thebaseline audioof modeli. The recruiting stops when the likelihood

stabilizes inside the +/- 5% boundary because convergence is reached.

As a product of the classifier evolution algorithm, different classification models are automati-

cally created for different environments and locally stored on the phone. We prove the effectiveness

of our algorithm by running the speaker recognition application and Darwin system in three dif-

ferent environments, that reflect common places people find themselves. In our experiments, three

models are automatically created. In our speaker recognition application each model uses 63KB

of storage space and approximately 500KB of storage for the training data for each model, which
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Algorithm 1 Pseudocode for the Darwin classifier evolution algorithm running on node i.
NumEnvType← number of environments for which a model is defined.

while there is a new incoming audio chunkdo

ComputeLikelihoodnew

CompareLikelihoodnew with BL i, ∀ i, i=1..L

if ∃ j ∈ {1..NumEnvType} s.t. Likelihoodnew is within +/-3% BLj then

{The phone has a baseline for the environment}
BLcomp← BL j

environmentType← j

else

{The phone does not have a baseline for the environment}
BLcomp← BL1

environmentType← 1

end if

LikelihoodDifference← | Likelihoodnew - BLcomp |

Add LikelihoodDifference tovecDiff

meanDiff←mean(vecDiff)

stdDevDiff← stddev(vecDiff)

if ((stdDevDi f f≤ (previousStdDev− 5%) OR (stdDevDi f f ≥ (previousStdDev+ 5%)))
AND (Likelihoodnew≥ BLcomp- mean(vecDiff)) then

Recruit new training data forenvironmentType

Calculate new model forenvironmentType

Add data tobaseline audioof environmentTypemodel

Calculate new BLj
end if

end while

includes the initial training set plus the fraction of data recruited as the model evolves. The overall

storage requirement for a single speaker with three different environments is∼1.8MB. This amount

of storage is reasonable for modern mobile phones because they have several gigabytes of persistent

memory and up to 1GB or more of application memory. Under morelimited memory constraints

the number of classification models for the same speaker and for the other speakers could be set to a

maximum and the models arranged according to a circular buffer policy. As the number of models

in the buffer exceeds the buffer capacity, the oldest modelscould be removed to accommodate new

models.

3.2.5 Model Pooling

Model pooling is based on the simple premise of sharing classification models that have already been

built and optimized by other mobile phones. It is a simple buteffective way to increase classification

timeliness by minimizing the inference latency. Model pooling boosts classification scalability,
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accuracy, and speed by providing a mechanism for fast exploitation of existing models by mobile

phones rather than building classifiers from scratch themselves. Model pooling boosts classifiers

scalability because models are not required to be trained for multiple events, but just for those events

the mobile phone is most likely to be exposed to. For example,in the speaker recognition case the

percentage of time that the phone owner’s voice is captured,because of conversations with nearby

people or phone calls, is greater than the percentage of timeany other speaker is captured. In this

case, it would be possible to accurately re-train and refine over time, using the evolution algorithm,

only the phone owner’s voice model rather than everybody else’s voice model. Mobile phones can

pool models – voice models in the case of speaker recognition– from other co-located phones for

events that they do not have a model for. These models are readily available, usable, and require no

extra training steps. Model pooling does not necessarily occur between co-located phones. Models

can be pooled from backend servers too. Assume a particular phone builds a sophisticated audio

inference or pollution model of an area [141, 41, 35]. Phonescan geo-tag models and upload them

to backend servers. From this point on other phones moving into these geo-tagged areas do not have

to wait to generate their own models. They simply download models from a server if available and

start making inferences.

In order to formalize model pooling, letP be a mobile phone,Mp be the model derived and

optimized for a certain event byP, andMi be the classification models individually derived and

optimized byN other mobile phonesPi wherei = 1 .. N. If K of these mobile phones are co-located

with P, following the pooling phaseP would have its own modelMp and modelsMi, wherei ∈ {1

.. K}. Each modelMi is stored locally byP in order to be used again without the need to pool them

by phonePi, unless the model has been evolved byPi. In that case, nodePi would announce to its

neighbors that a new model has been computed and is ready to bepooled. As a result of the model

pooling algorithm, all phones receive the classification models of all the other phones at the end of

the model pooling phase.

After nodeP has pooled a classification modelMi = <µµµ iii ,ΣΣΣiii,wi> from nodePi, nodeP will

replacePi ’s classification modelMi only if Pi announces a new classification modelMnew
i . NodePi

determines that it is time to announce the new classificationmodelMnew
i when the evolution of the

model is complete.

3.2.6 Collaborative Inference

Collaborative inference is designed to boost the classification performance by taking into account

the classification results of multiple phones “observing” the same event instead of relying on only

individual classification results. The idea behind collaborative inference is as follows: given that

an event could be sensed by multiple, distributed but co-located mobile phones, Darwin leverages

the classification results of individual phones to achieve better accuracy. The hypothesis is that

we can take advantage of the multiple sensing resources around an event andexploit their spatial

distribution and context diversity. In the case of speaker recognition, when a person is talkingwith

a group of people, the phones of the other people would pick upthe speaker’s voice with different
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characteristics. Some phones could be in pockets, others ona clip belt or closer to a source of

event than the other phones. In this case, if the applicationrelies only on each individual phone’s

classification, the speaker classification accuracy would be poor when the phone sensing context is

not good (e.g., in pocket or near a noise source) in relation to the specific event. The same reasoning

holds for pollution measurements using mobile phones.

Following the pooling phase, each phonePi contains the other phones classification modelsMi,

wherei ∈ {1 .. K}, andK is the number of neighbors. Each phonePi runs the inference algorithm

in parallel using the common set of models. The fact that the event is classified by multiple phones

using common classification models and that these phones maybe exposed to different contexts

(some of which are better than others) can lead to higher accuracy when the results are combined.

The collaborative inference phase breaks down into three distinct steps:i) local inference operated

by each individual phone;ii) propagation of the result of the local inference to the neighboring

phones; andiii) final inference based on the neighboring mobile phones localinference results.

Local Inference

During the local inference phase each node individually operates inference on the sensed event us-

ing its own inference model of the event and the inference models pooled from other phones. The

goal is to locally derive the confidence level (or likelihood) of the inferred event in order to be able

to communicate this confidence level to neighboring phones.By having the confidence level of

each phone sampling the event, all the phones are able to run the collaborative inference step to

compute the final inference result. In order to operate collaborative inference, the phones must be

time-synchronized because they need to perform inference on the same event at the same time. We

rely on the fact that mobile phones support time synchronization through the cellular infrastructure.

We measure a time synchronization error between four iPhones synchronized through the cellular

network of 500 ms. If the error is larger than 500 ms we use a loose synchronization approach. One

of the phones (randomly picked) sends a broadcast message which, when received by all the neigh-

bors at the same time, triggers the sampling phase. After having received this broadcast message

phones are synchronized.

Following the audio signal sampling and filtering, the stream is divided in 96 ms long chunks4.

MFCCs are extracted from each chunk. At this point, a maximumlikelihood estimation algorithm is

run in order to verify which of the models best fits the audio chunk. To avoid having the maximum

likelihood estimator running through too many pooled models, which could potentially be costly in

terms of computation for a mobile phone, the estimator only uses the models of the phones detected

in the neighborhood. Neighbor detection is performed usingshort-range radio technology, such as,

Bluetooth and WiFi.

In order to increase the classification accuracy we feed the maximum likelihood estimation

result into thewindowingblock. After the windowing step the local classification result is derived.

4We use 96 ms for each audio chunks to make it a multiple of the MFCC binning size of 32 ms. This multiple makes
the duration of the audio chunk small enough to maximize the likelihood of capturing just one speaker at a time.
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If the maximum likelihood estimator returns that thei−th audio chunk belongs to eventE, the event

E is deemed to be true if and only if the following two conditions hold: (i) eventE, i.e., a certain

speaker speaking, is detected at least once in a window comprising the previous two audio chunks;

and (ii) the classification accuracy confidence is at least 50% larger than the confidence for any other

events. The reason for the first condition is to guarantee that a voice sample is included – since audio

chunks are 96 ms long, if a speaker is detected at least twice in a window of time of duration 96 ms

× 3, then we have better confidence that we are really capturingthat speaker. A larger window size

would increase the classification latency and after experimentation we determine that a window size

of 3 best suits our system, which requires near-real time classification results. The reason for the

second condition, having determined the 50% threshold experimentally, is to dampen the impact of

false positives. The pseudo-code of the local inference algorithms is shown in Algorithm 3. The

locally inferred speaker ID is associated with the classification model that best fits the audio chunk

following the windowing policy. Because a phone computes the inference confidence for each of the

K models as reported in Algorithm 3, the result of the local inference takes the form of the following

vectorLI j
1..s = {con f idenceSpeaker1, con f idenceSpeaker2, .. , con f idenceSpeakerk}, where the

subscript notation 1..s indicates that the vector contains the inference results for speakers 1 tosand

the superscript indexj indicates that the vector is generated by nodej. Consider for example, that

three nodes (N1, N2, and N3) are co-located and running the speaker recognition application. If S1,

S2, and S3 are the speakers associated with nodes N1, N2, and N3 respectively, and assuming S1 is

actually speaking, then an output for theLI vectors could, for example, be:LI 1
1,2,3 = {0.65, 0.15,

0.2}, LI 2
1,2,3 = {0.4, 0.5, 0.1}, andLI 3

1,2,3 = {0.7, 0.2, 0.1}. The reason of N2 expressing lower

confidence about speaker 1 could be caused by the fact that mobile phone N2 may not have a good

sensing context.

Local Inference Propagation

Following the local inference step, each mobile phonei broadcasts the result of its local inference

(i.e., the vectorLI i) in order to give neighboring phones the ability to move to the final step, i.e., the

final inference. A time stamp is associated with vectorsLI i in order to align local inference results

in time. A weight is also associated with vectorsLI i . The weight is an indication of the quality of

the local inference. For example, assuming the mobile phonedetermines its context (e.g., in or out

of the pocket) and is running an audio or pollution sensing application [35], then the value of the

weight is small or large when the phone is in or out of the pocket, respectively (for a discussion of

how to determine the sensing context see Section 3.3). Therefore, aLI i vector with a small weight

indicates that the mobile phonei is not in a suitable sensing context and has less influence on the

final inference phase.

The phones broadcast their local inference results at the rate the local inference is computed.

The local inference is computed right after an audio sample is collected. Consequently, if the phone

polls the microphone everyA number of seconds, the local inference is computed and broadcasted

everyA seconds as well. For example, a local inference broadcast rate of 1Hz implies receiving the
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Algorithm 2 Pseudocode for the Darwin local inference algorithm running on node i using
K pooled models. The numberK is determined by the number of detected neighbors. The
locally inferred speaker ID corresponds to the index of the model best fitted by the audio
chunk following the windowing policy.

while there is a new incoming audio chunkdo

{Go through all the classification models:}

for j = 1 toK do
arrayLE[j]← likelihood estimation for audio chunk

end for

Retrieve the max likelihood from arrayLE and the associatedindex indexMA.
Retrieve the second larger confidence from arrayLE and the associated indexSMA.

{Windowing policy:}

if (arrayLE[indexMA]−arrayLE[indexSMA] ≥ 0.5) AND ((indexMA== previousMAX) OR
(indexMA== previousPreviousMAX)) then

locallyInferredSpeaker← indexMA
previousPreviousMAX← previousMAX
previousMAX← indexMA

end if

end while

local inference results, hence, computing the final inference, every second. Clearly, the higher the

broadcast rate, the faster the final inference (see Section 3.2.6). We do not propose any specific local

inference broadcast rate, since this depends on the application requirements. Rather, we show the

cost of transmitting a single confidence level from which thetotal cost for each specific transmission

rate is derived (see Section 3.5.4).

Final Inference

The goal of the final inference phase, which follows the localinference propagation, is to compen-

sate event misclassification errors of each individual mobile phone achieving better classification

confidence and accuracy of sensed events. Mobility and context affect the local inference result,

sometimes such that an event could be misclassified. For the final inference, Darwin combines the

local inference results derived by individual mobile phones that are spatially distributed in the area

of the target event. The technique used to perform the final inference is to find the inferred speaker

(IF) that maximizes the joint probability as in Equation 3.1.

IF = argmax
j , j∈{1..S}

{Prob(s1j ),Prob(s2j ), ..,Prob(sKj )} (3.1)

whereK is the number of co-located phones that have been contributing with their local in-

ference,S is the number of speakers, andProb(sij ) is the probability that speakerj is detected by

phonei. This operation is facilitated by the fact that the propertyof independence between the
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differentLI j
1..S vectors,∀ j, j = 1..K, is verified since each node (i.e., phone) Ni, i = 1..K, performs

independent event sensing. Given the property of independence, we can re-write Equation 3.1 as:

IF = argmax
j , j∈{1..S}

{
K

∏
i=1

LI i
1,

K

∏
i=1

LI i
2, ..,

K

∏
i=1

LI i
S} (3.2)

Since each node Ni has the vectorsLI k
1..S after the local inference propagation phase (where k∈

{1,..,K}), each node Ni can compute Equation 3.2 to produce the final inference. In order to assure

that Equation 3.2 is calculated using the local inference results of the same event, Equation 3.2 is

computed only over the local inference results that are aligned in time. For each computation of

Equation 3.2 only the local inference results which differ in time for at mostδ ms are considered.

In our implementation, we setδ = 150 ms, which we determine experimentally to be the best value.

The largerδ , the bigger is the likelihood that the local inference results refer to different events. The

smallerδ , the higher is the likelihood to capture just one event, but the closer we get to the phones

time synchronization error. Because time stamps are associated withLI vectors (see Section 3.2.6)

it is possible for the phone to determine if an event is sampled at the same time.

In order to provide a more robust system against false positives, a windowing approach is

adopted where a speaker is deemed to be speaking only if they are detected for at least one more

time in the past two iterations of Equations 3.2. This policy, similar to the windowing policy in-

troduced for the local inference in Section 3.2.6, providesexperimentally the best tradeoff between

classification delay and classification accuracy.

3.3 Discovering the Sensing Context

Efficiently computing the low level context of the phone, that is, the position of the phone carried

by a person (e.g., in the pocket, in the hand, inside a backpack, on the hip, arm mounted, etc.) in

relation to the event being sensed - which we call thephone sensing context- is a fundamental

building block for new distributed sensing applications built on mobile phones and for Darwin.

These observations have grown out of our implementation of CenceMe discussed in Chapter 2.

While there has been significant research in the area of context aware applications and systems,

there has been little work on developing reliable, robust, and low cost (i.e., in terms of energy

efficient and computational costs) algorithms that automatically detect the phone sensing context

on mobile phones. We envision a future where there are not only personal sensing applications but

we see the mobile phone as enabling global sensing applications where the context of the phone in

relation to the sensing event is crucially important.

The different context impacts the fidelity of a sensing application running on mobile phones.

For example, the camera is of little use in the pocket but the microphone might still be good [40].

Researchers are developing new sensors for the phones that we imagine will be available over the

next decade, these include CO2 and pollution sensors [35]. If the phone is carried inside the pocket

or a backpack, an application relying on CO2 or pollutants measurements would perform very poorly
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given that the phone is not exposed to open air. A better position for such sensing would be out of

the pocket when the phone is exposed to a more suitable context for sensing. Similarly, if the

accelerometer readings of the phone are used to infer the person’s activity, the accelerometer would

report different data if the phone is mounted on the arm or clipped to the belt. This is because,

given the same activity, such as walking for example, arm swings would activate the accelerometer

much more strongly for an arm-mounted phone than on the belt,where the phone oscillates more

gently. In both cases a mechanism to infer the context of the mobile phone is needed in order to

make the applications using the CO2 or pollution sensor and the accelerometer, respectively, react

appropriately. We envision a learning framework on the phone that is more sophisticated than what

is implemented today. For example, when sensors report different sensor readings according to the

position on the body, such as the accelerometer, the application’s learning engine should switch to

different classification algorithms or sensor data treatment policy in order to meet the application

requirements.

Today the application sensing duty-cycle is costly becauseit is not driven by the phone sensing

context, therefore, it is costly in terms of energy usage forsensing, computation and potentially

communications if the inference is done on the backend, as inthe case with split-level classification

[14]. By offering system developers accurate phone sensingcontext prior to running classification

algorithms, very low duty-cycle continuous sensing application systems are possible. In this case,

the phone sensing context mechanism would refrain the application from activating a power hungry

sensor if the context is unsuitable (e.g., don’t activate the pollution sensor if the phone is not out of

the pocket) or it may weight real-time sensor readings or inferences based on knowledge of where

the phone is on the body (e.g., if the microphone is needed to measure human activity [40] and it

is in the bag). In what follows we discuss Discovery [80], a framework that addresses the context

problem supporting mobile phone-based sensing with improved accuracy and lower duty-cycle sys-

tems. Discovery is designed to automatically detect the phone sensing context as people move about

in their everyday lives. Automatic context detection is a primary issue for smartphone sensing ap-

plications because prompting the user to provide information about the position of the mobile phone

on the body is not a viable and scalable solution. Phone sensing context is an important building

block toward the successful implementation of Darwin and personal, social, and public sensing ap-

plications on mobile phones. Discovery, while preliminary, provides important steps towards the

goal of providing reliable phone sensing context.

3.3.1 Phone Sensing Context

Accurate, robust and low duty-cycle detection of phone sensing context is an important enabler of

distributed sensing applications on phones, in particular, continuous sensing applications that sam-

ple sensors, make inferences, and communicate with the backend services in real-time.

Assume mobile phones are equipped with pollution, CO2, or more specialized environmental sen-

sors as we imagine [35]. Measurements from any of these sensors would most likely be impeded

by the presence of clothing or fabric (e.g., phone inside thepocket or backpack) or by a short time
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interval the sensors are exposed to an ideal sensing context(i.e., phone in hand or exposed to open

air). Therefore, phone sensing context detection would improve the sensing system performance.

We could stop the system from activating the sensors when thequality of the sensor data is likely to

be poor (e.g., phone inside the pocket). This would help reduce the sensing duty-cycle improving

the battery lifetime of the phone, which continuos sensing application significantly limit today (e.g.,

phones running CenceMe [14] were initially limited to only 6hours of operation). We could inform

the system when a suitable sensing context is triggered or detected (e.g., phone taken out of the

pocket) to maximize the accuracy and robustness of the sensing application which would then take

advantage of the new context for collecting as many sensor readings as possible. It is evident the

importance of the phone sensing context role in driving mobile phones sensors duty-cycle lower.

Another reason to provide phone sensing context as a low level service on phones is to improve

the inference fidelity of distributed sensing applications. Although previous work [27] shows that it

is possible to obtain reasonably good activity classification accuracy when using training data from

sensors mounted on different parts of the body, it is not clear how an activity classifier would per-

form when the device is a phone, not specifically mounted (butmoving as a dynamic system), and

operates in noisy, everyday environments that people find themselves in, rather, than under labora-

tory test conditions. Many questions remain. Would training data from many activities and different

parts of the body make a single classification model accurateenough? To avoid excessively diluting

the training data set, would it not be preferable building a classification model for each single activ-

ity and position of the mobile phone on the body and then switch models according to the detected

phone sensing context? For example, a system could have a “walking” activity classification model

for when the mobile phone is in the pocket, in the person’s hand, and in the backpack and use one of

the models according to the detected phone sensing context.Results obtained from experimentation

in [14] show, for example, that activity classification accuracy varies when the phone is carried in

the pocket or in the hand. A system that used phone sensing context to drive the classification model

by switching in the right technique would alleviate this problem. We believe this is of importance

now that smart phones are growing in sensing and computational capability and new demands are

emerging from different sectors such as healthcare. It is important to note that in the case of health

care sensing applications it is fundamental to limit the classification error. Sensing context detection

could drive inference model switching in order to achieve better classification accuracy.

We argue that phone sensing context detection could also be exploited by existing phone applica-

tions and services. For example, by inferring that the phoneis in the pocket or bag, a caller might be

informed about the reason the callee is not answering the phone call while the callee’s phone ring

tone volume could be increased so the callee might pick up. One could imagine people enabling

this type of additional presence provided to legacy phone service through Discovery. By using the

gyroscope (which measures the angular rate change of the phone) to detect the user taking the phone

out of the pocket and moving it upwards, the screen saver could be disabled and the phone’s key-

pad made automatically available. One could imagine many such adaptations of the UI with phone

sensing context enabled. Similarly, the action of moving the phone towards the lower part of the
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Figure 3.4: Discovery’s inference steps.

body could trigger power saving mode. The camera application on the phone could be automati-

cally started as the phone is detected in the user’s hand and moved in a vertical position, which is

the condition that normally precedes the action of taking a photo. One could imagine phone sens-

ing context provided by the Discovery framework discussed in the next section being applicable to

many emerging applications finding their way on to smartphones. For example, reality mining using

mobile phone sensor data is starting to be explored as an enhanced form of communication and for

social purposes.

3.3.2 Discovery Design

The idea behind Discovery is to use the entire suite of sensing modalities available on a mobile

phone to provide enough data and features for context discovery at low cost and for increased

accuracy and robustness. Many research questions arise in response to the challenges discussed

above: how do we combine the input from multiple sensors, such as, accelerometer, microphone,

gyroscope, camera, compass, etc., to infer the phone sensing context? What are the best learning

approaches and feature selection policies in order to provide a reliable and scalable context inference

system? How do we design low duty-cycling policies with acceptable accuracy when employing

phone sensing context? What is the inference accuracy and energy cost tradeoff between using all

the possible sensors and only a subset of them according to their availability on the mobile phone?

Which sensor set is more responsive to the type of noise in thesystem (i.e., classification outside

controlled laboratory environments)? We believe that Discovery in its totality needs to ultimately

address these demanding challenges. However, our preliminary work focuses on a simple phone

sensing context: is the phone in the pocket or out. This sounds like a trivial context that could be

solved by a number of different sensors. We focus on the microphone - a powerful and ubiquitous

sensor on every phone on the market - making Discovery suitable to potentially all phones not just

the smart ones. In what follows, we outline out initial framework design.

Discovery consists of a hierarchical inferences pipeline,as illustrated in Figure 3.4:

First Level Inference - Uni-sensor inference: In this phase, the sensor data from individual

sensors is used to operate a first level of inference. Features extraction is tailored to each sensor.

This first inference step provides hints about the nature of the current phone sensing context, which,
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Figure 3.5: (a) FFT power of an audio clip when the phone is inside the pocket; (b) FFT power of an
audio clip when the phone is outside the pocket; (c) Count of the number of times the FFT power exceeds a
thresholdT for both the in-pocket and out-of-pocket cases.

however, might not be conclusive. For example, the use of thecamera or light sensor to infer if the

phone is in or out the pocket could be misleading because a phone out of the pocket could be in a

dark environment, the camera could be covered by the person’s hand or by the surface where the

phone is positioned. For this reason, a second level of inference built on top of the first is needed.

Second Level Inference - Multi-sensor inference: In this phase, the inference process is based

on the output of the first phase. Hence, the first level of inference provides the features to the

second level. At this stage, the combination of the camera/light sensor and microphone output would

provide better confidence about the actual sensing context.The accelerometer as well could be used

as a hint to determine if the phone is inside or outside the pocket given the different accelerometer

data signatures when the phone is in a person’s hand versus when it’s in the pocket. Similarly, by

measuring the angular rate change, the gyro could provide indications that the phone has been taken

out of the pocket considering that the arm rotation would be picked up by the gyroscope.

Third Level Inference - Temporal smoothing: In this phase, temporal smoothing and Hidden

Markov Model (HMM) techniques are used on the output of the second level inference. This step

exploits the correlation in time of sensed events when a phone experiences a certain context.
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3.3.3 Discovery Implementation

For our initial implementation of Discovery context classifiers are implemented on the Nokia 95 and

Apple iPhone. The preliminary system implements a set of sophisticated inference models that in-

clude Gaussian Mixture Model (GMM) and Support Vector Machine (SVM) on the Nokia N95 and

Apple iPhone with focus on a limited set of sensors and inferences; that is, we uses the microphone

sensing modality to infer the phone sensing context of in thepocket and out of the pocket. We dis-

cuss our initial results in the next section. Further modalities, such as accelerometer, compass, and

light sensor, are going to be used in combination with the microphone to infer a larger set of sensing

context as part of our future work. The initial idea is to evaluate which learning technique (between

GMM and SVM) is better suited to the problem and, at the same time, to investigate the adoption of

more than one learning strategy in concert to perform the final classification. More learning strate-

gies will be evaluated in the following phase of this work. The challenge with GMM and SVM is

that the phone has not been developed to run these computationally demanding models. Part of our

efforts is to implement light weight versions of these models as a way forward to do more sophisti-

cated multi-inference classification, as called for by Discovery. In particular a 20-component GMM

is adopted, where the number of components is chosen by evaluating the model over the test data

set varying the number of components and picking the number of components returning the best

classification accuracy.

Feature Selection.The selection of an appropriate set of features is a key step to good classifi-

cation performance. At the moment, a supervised learning approach is adopted and Discovery relies

on a 23-dimensional feature vector extracted from an audio clip. A richer selection of features will

be evaluated as part of our future work. The current featuresare:

1st-19th: Mel-Frequency Cepstral Coefficients (MFCC), which have been proven to be reliable fea-

tures in audio signal classification problems. For the MFCCsextraction we rely on a well-known

Matlab libray [142] which is largely used by the research community. We also developed a C ver-

sion of the MFFC extractor library that can run on the phone;

20th: power of the audio signal calculated over the raw audio data;

21st, 22nd: mean and standard deviation of the 2048-point FFT power in the 0-600 Hz portion of

the spectrum. The reason for focusing on this portion of the spectrum can be seen from Figures

3.5(a) and 3.5(b), where the presence of a pattern between the two FFT distributions - for in pocket

and out-of-pocket recording - is clear. It can be seen that such a pattern is more evident in the 0-600

Hz portion of the spectrum rather than in the whole 0-1024 Hz range;

23rd: this feature is the count of the number of times the FFT powerexceeds a certain threshold

T. This threshold is determined by measuring the Euclidean difference between the count of the

in-pocket and out-of-pocket cases and picking the threshold that maximizes such a distance. An ex-

ample of the count for both the in-pocket and out-of-pocket cases is shown in Figure 3.5(c) where it

can be seen how these features can be used to discriminate between the in pocket and out of pocket

cases. The x-axis of Figure 3.5(c) reports the number of binsthe clip has been split in to.

Consequently, for the mixture model, a 20-component, 23-dimensional GMM is used. The
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Table 3.1: Sensing context classification results using only the microphone. Explanation: when a result is
reported in X/Y form, X refers to thein pocketcase, and Y refers to theout of pocketcase. If the column
reports only one value, it refers to the average result for both in andout of pocket. Legend:A = GMM; B
= SVM; C = GMM training indoor and evaluating indoor only;D = GMM training outdoor and evaluating
outdoor only;E = SVM training indoor and evaluating indoor only;F = SVM training outdoor and evaluating
indoor only;G = GMM training using only MFCC;H = SVM training using only MFCC.

Classification results A B C D E F G H
Accuracy 84% / 78% 80% 75% / 84% 84% / 83% 68% 81% 77% / 79% 71%

Error 16% / 22% 20% 25% / 16% 16% / 17% 32% 19% 23% / 21% 29%

SVM classifiers adopts the 23 dimensional feature vector.

Training. The training phase is performed using audio data collected with a Nokia N95 and

Apple iPhone in different settings and conditions from a person going through different environ-

ments for several hours. Namely, the audio is recorded in a quiet indoor office environment and an

outdoor noisy setting (along a road with cars passing by). Inboth scenarios the phone is carried both

in the pants pocket and outside the pocket in the hand. The choice of these scenarios, i.e., indoor

and along a road, is motivated by the fact that they are representative of classes of locations where

most likely people spend a lot of their time while carrying their phone both inside and outside the

pocket. For each configuration 14 minutes of audio are recorded at different times. Half of each clip

(i.e., about 7 minutes of audio) is used to train the classifiers. The training data is finally labeled

accordingly.

Prediction. For prediction, the remaining half of each audio clip not part of the training set

(i.e., duration of about 7 minutes) is used. Each sample consists of a 96 msec chunk from which

the 23 features are extracted. For each configuration there are about 58000 samples available for

training and 58000 for evaluation.

3.3.4 Preliminary Discovery Evaluation

In what follows, preliminary results from using both the GMMand SVM classification techniques

are reported. The results highlight that the audio modalityis effective in detecting the in/out of

pocket context with reasonable accuracy. Higher accuracy can be achieved by combining further

modalities such as accelerometer and light sensor. ColumnsA and B in Table 3.1 show, respectively,

the classification results for GMM and SVM when the training data combines both indoor and

outdoor audio and the phone is carried in and out the pocket. The results are quite encouraging,

since we obtain about 80% accuracy (see the accuracy values in columns A and B) adopting a

non sophisticated feature set and using only one sensing modality, i.e., the microphone. We are

confident that by involving more sensing modalities into theclassification process, for example

the accelerometer and light sensor, a more accurate selection of the feature vector, and temporal

smoothing, it might be possible to achieve a much higher classification accuracy. We then train and

evaluate the models for only one scenario, i.e., either indoor or outdoor. The results using GMM

are in Table 3.1 column C and column D. The results for SVM are in column E and column F. In
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the case of SVM trained and evaluated for the indoor scenarioonly (see column E) the accuracy is

lower than the other cases because Libsvm (the well known SVMlibrary implementation we adopt)

is running with the default settings with the kernel optimization being disabled. From these results

it is interesting to see that training the models with both indoor and outdoor data does not dilute the

training data and the final classification accuracy does not drop significantly compared to the case

when the models are trained for a single scenario only and evaluated for the same scenario. In fact,

the accuracy in columns C, D, and F is on average close to 80% asin the case of indoor and outdoor

training data set (see columns A and B). Columns G and H in Table 3.1 show, respectively, the

classification results for GMM and SVM when the model is trained using only MFCCs (hence a 19-

dimensional feature vector). It is evident that the addition of the 4 extra features (i.e., signal power,

FFT mean, FFT stddev, and number of times a threshold is exceeded by the FFT power) boosts the

classification accuracy. The improvement can be seen by comparing the results in columns G and

H with the ones in columns A and B.

3.3.5 Discovery Future Work

After the initial promising results, the goal is to implement a working prototype for the Android

platform as well. More sensing modalities are going to be used in combination with the audio

modality. In particular, the accelerometer, magnetometer, and light sensors. Research is going to be

needed in order to identify the most suitable feature vectorelements that combine the characteristics

of all the sensing modalities. Temporal correlation between events is also going to be taken into

consideration to improve the overall accuracy. Techniquessuch as HMM or voting strategies will

be taken into account. We will also pursue the idea of lettingpeople customize the Discovery

classifiers to accommodate their habits and needs.

3.4 Privacy and Trust

Security, privacy, and trust raise considerable challenges in the area of smartphone sensing. While

we do not present solutions to these challenges, those solutions are critical to the success of the

research discussed in this Chapter. Darwin incorporates a number of design decisions that are steps

towards considering these challenges. First, the raw sensor data never leaves the mobile phone nor

is it stored on the phone – we only store models and features computed from the raw sensor data.

However, features and models themselves are sensitive datathat needs to be considered appropri-

ately and therefore protected. In the case of the speaker recognition application, the content of a

conversation is never disclosed, nor is any raw audio data ever communicated between phones. The

data exchanged between phones consists of classification confidence values and event models. Next,

mobile phone users always have the ability to opt in or out of Darwin, hence, no model pooling and

collaborative inference would take place unless the users make such a determination.

To meet privacy, security, and trust requirements Darwin phones should: i) run on trusted de-

vices; ii) subscribe to a trusted system; and iii) run a trusted application that is either pre-installed
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Figure 3.6: Accuracy, without evolution, for three speakers when walking along a busy road without classifier
evolution and having trained the classification models for indoors only.

on the phone or downloaded from a trusted third party (e.g., Apple App Store, Nokia Ovi Store,

or Android Market). Any phone-to-phone interaction (e.g.,pooling and collaborative inference)

should be regulated by off-the-shelf authentication and authorization mechanisms that prevent the

injection of malicious code or intentionally distorted inference results from adversaries.

3.5 System Performance

In what follows, we first discuss the implementation of Darwin on the Nokia N97 and Apple iPhone

and then present the detailed evaluation results of the Darwin system supporting the speaker recog-

nition application.

3.5.1 Phone Implementation

Darwin is implemented on the Nokia N97 using C++, Kiss FFT [104] for fast fourier transform

(FFT) calculations, and QT [143], which is a wrapper around C++ for the graphical user interface.

On the Apple iPhone we use C++ and the FFTW fast fourier transform library [144]. The necessary

algorithms, i.e., GMM training, the probability density function, and MFCC extraction are ported

to the N97 and iPhone from existing Matlab code that we verified to work correctly. We plan to

make this toolkit available in the future as an open source project. The availability of this toolkit

on a phone is a considerable resource for building more powerful classifiers. The backend server

responsible to run the model training and re-training for evolution is implemented on a Unix ma-

chine using C and standard socket programming for communications. A UDP multicast client is

implemented to allow local inference results propagation whereas an ad-hoc lightweight reliable

transport protocol has been built to send feature vectors tothe backend for model training, to send

trained models to the phones, and to exchange models during the pooling phase. Because we target

heterogeneous scenarios, an audio sampling rate of 8KHz is used in order to run Darwin at the same

time on the iPhone 3G, which can drive the microphone up to 48KHz sampling, the iPhone 2G and

the Nokia N97, which only support 8KHz audio sampling rate.
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Figure 3.7: Evolution sessions count over time in the indoor scenario for speaker 8.

3.5.2 Experimental Results

We evaluate the Darwin system using a mixture of five N97 and iPhones used by eight people over a

period of two weeks generating several hours of recorded audio containing speech portions. In order

to evaluate the system against ground truth data, the audio data is manually labeled by extracting

the voicing chunks of each of the eight speakers. The audio isrecorded in different locations under

differing conditions such as a quiet indoor environment, walking on a sidewalk along a busy and

noisy street, and in a noisy restaurant. This provides a goodbasis to validate Darwin under very

different operating conditions. We only present a subset ofthe results from our experiment due to

space limitations.

The Need for Classifier Evolution

We conduct a simple experiment to show the need for classifierevolution on mobile phones. Three

people walk along a sidewalk of a busy road and engage in conversation. The speaker recognition

application without the Darwin components runs on each of the phones carried by the people; that

is, no classifier evolution, model pooling, and collaborative inference algorithms are enabled for

the experiment. The voice classifier for each person is trained in a quiet indoor environment. We

quantify the performance of a classification model trained indoors when operating in a noisy out-

door setting. Figure 3.6 shows the classification accuracy [145] for mobile phones 1, 2, and 3 for

speaker 1, 2, and 3, respectively. It is evident from the plotthat the accuracy is quite low because

the maximum speaker classification accuracy for speaker 1 and 2 is 63% and 61%, respectively, and

only 52% for speaker 3. The poor performance is because the classification model trained indoor

performs poorly outdoors. This highlights the challenge presented when sensing in different envi-

ronments. Building audio filters capable of separating voice from other types of noise is challenging

and would not likely scale given the large pool of possible sounds that may be encountered by a mo-

bile phone on the street or in any other environments. This result motivates the need for designing

efficient classifier evolution techniques that operate transparently to the person carrying the phone

in order to evolve classification models according to the scenarios where people find themselves.

Let us take a look now at the evolution algorithm performance. Figure 3.7 shows the distribu-
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Figure 3.8: Size of the data set recruited during the evolution phase in the restaurant scenario.
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Figure 3.9: Server training computation time as a function of the training data size. The server has a 2.4GHz
cpu and 4GB of RAM.

tion, for the duration of the experiment, of the number of audio chunks recruited by the classifier

evolution algorithm for speaker 8 in the indoor case. Similar results are observed for other speak-

ers not shown in the results. As expected, a larger number of chunks are recruited during the first

phase, when the application is run after the initial training, than towards the end, when the model

has already been refined and little or no model evolution is required.

Figure 3.10 shows the accuracy improvement as the amount of data sent from the phone to

the backend for re-training grows. This result refers to a different outdoor environment than the

one in Figure 3.6. This second outdoor scenario is noisier than the first one, causing the initial

accuracy before evolution to be lower than the one reported in Figure 3.6. Clearly, the larger the

training set capturing the characteristics of the new environment the better the performance. Figure

3.8 shows the amount of audio data recruited by the evolutionalgorithm for the duration of the

restaurant experiment. It is interesting to see that after afew minutes of conversations the models

of the three speakers diminish their training data recruitment and model evolution eventually stops

(as happening for speaker 1 model). This confirms the behavior observed for Darwin in the quiet

indoor environment. The only difference is in the amount of recruited data between the restaurant

and quiet scenario. In fact, in the former case the amount of data recruited ranges between 78KB

and 100KB, whereas in the indoor case it is between 16KB and 70KB. This is in line with the fact

that less data is needed to evolve an indoor model than a “restaurant” model (i.e., a very different
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Figure 3.10: Classifier accuracy and the amount of needed training data inan outdoor scenario.
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Figure 3.11: Precision for speaker 8 basic inference when speaker 8 is speaking in an indoor quiet setting.

environment from a quiet place) since initial training is performed in a quiet place. Figure 3.9 reports

the server training algorithm running time as the training data set grows. The measurement refers

to the outdoor case and levels off when the accuracy (shown inFigure 3.10) reaches the maximum.

Right before the end of evolution the server takes about 10 seconds to train the GMM model using

a 1.3MB data set.

Experimental Scenario One: Quiet Indoor Environment

We first show the performance of the speaker recognition application analyzing data collected from

5 different phones concurrently running the Darwin system in a meeting setting in an office environ-

ment where 8 people are involved in a conversation. The phones are located at different distances

from people in the meeting, some on the table and some in people’s pockets. The aim of the ex-

periment is to study the impact of different phone sensing context showing that a low classification

accuracy due to adverse context can be compensated by Darwin.

In Figure 3.11 we show the classification precision [145] forspeaker 8 calculated by speaker 8’s

phone using the basic speaker recognition application whenspeaker 8 is talking. Figure 3.11 shows

that the precision of the basic speaker recognition application is below 50%. This result indicates

that speaker recognition using an individual mobile phone is challenging. The reason is that the

phone could have poor sensing context for example in the pocket (as for part of the conversation of
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Figure 3.12: Normalized true positive-false positive difference between speaker 8 and all the other speak-
ers when speaker 8 is speaking. The closer the normalized difference to 1, the larger is the true positives
compared to false positives.
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Figure 3.13:Mean recall, precision, and accuracy in an indoor quiet environment with collaborative inference
for the eight speakers.

speaker 8) or affected by other factors such as noise mixed with voice.

Figure 3.12 shows the benefit of applying the 50% thresholding technique and windowing policy

(described in Section 3.2.6) to the basic speaker recognition classification algorithm. The 50%

thresholding technique makes sure that there is a 50% difference between the confidence of the

inferred speaker and every other speaker, whereas the windowing policy reduces the effect of false

positives. Figure 3.12 shows the difference between the true positive and false positives counts

normalized by the true positive count for speaker 8 speaking. The closer the normalized difference

to 1, the larger is the number of true positives versus the number of false positives. Figure 3.12 shows

the combined positive effect of the 50% thresholding and windowing techniques, which makes the

normalized difference larger compared to the basic technique. This is a first step toward the final

inference, which is part of the collaborative inference phase of Darwin; however, it is not enough

to achieve higher classification accuracy. In fact, when theDarwin system is activated a further

performance boost is registered.

Figure 3.13 shows results for the mean recall [145], precision, and accuracy results for the eight

speakers classification when Darwin is running. It is evident from the plot that Darwin boosts the

classification performance of the speakers identification.The boost is due to collaborative infer-

ence, which leverages the other co-located mobile phones inorder to achieve better classification
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Figure 3.14: Classification difference between
speaker 8 and the other speakers without Darwin.
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Figure 3.15: Classification difference between
speaker 8 and the other speakers with Darwin.

accuracy.

The other interesting result from Figure 3.13 is the positive impact of Darwin’s classifier evo-

lution. The accuracy, precision, and recall increase over time at the beginning of the experiment

as new audio is recruited and the classification models re-trained taking into account the new au-

dio. The performance for accuracy, precision, and recall levels off at the point where the classifier

evolution algorithms does not benefit from more data, as discussed in Section 3.2.4.

The benefit of model evolution, model pooling, and collaborative inference can be also seen in

the results shown in Figures 3.14 and 3.15. If we indicate with TP and FP, respectively, the true and

false positives when speaker 8 is speaking, the y-axis of theplots reports the quantity (TP-FP)/TP

over time. A FP count is maintained for each speaker, thus in Figures 3.14 and 3.15 eight curves are

shown.

In one case Darwin is disabled (Figure 3.14), in the other case Darwin is enabled (Figure 3.15).

When (TP-FP)/TP is close to 1 it means that the number of true positives dominates the number of

false positives. In contrast, if (TP-FP)/TP is close to 0 we have that the number of false positives

approximates the number of true positives. We can see that the difference between speaker 8’s

true positives and any other speakers’ false positives is larger when Darwin in running (as shown

in Figure 3.15) than when it is not (see Figure 3.14). This is another indication of how Darwin

improves the classification result for a given speaker.

Experimental Scenario Two: Noisy Indoor

Restaurant

In the next experimental scenario, we evaluate Darwin when the speaker recognition application is

running on five phones while five people are having a meal in a noisy restaurant. This contrasts the

first scenario of a quiet indoor setting. Three out of five people are engaged in conversation. Two

of the five phones are placed on the table, the other phones arein the pants pockets for the entire

duration of the experiment. In Figure 3.16, we show the classification precision of speaker 4 from

three of the mobile phones located around the table people are sitting at; note, we observe similar

trends for the other phones. Figure 3.16(a) is the precisioncomputed by speaker 4’s phone, which is
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(a) Precision for speaker 4 calculated by the
speaker’s mobile phone without collaborative infer-
ence.
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(b) Precision for speaker 4 calculated by mobile
phone 1 without collaborative inference.
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(c) Precision for speaker 4 calculated by mobile
phone 2 without collaborative inference.

Figure 3.16: Precision for speaker 4 on different phones in a noisy restaurant environment without collabo-
rative inference.

the closest phone to speaker 4 (it is carried by speaker 4) forwhen speaker 4 is talking. The reason

we select speaker 4 for the evaluation is that speaker 4 is theclosest person to a nearby table where

another group of people is having a loud conversation. Here we show the benefit of the Darwin

system for the phone of a speaker who is positioned in a non optimal context, i.e., close to a noise

source.

Figures 3.16(b) and 3.16(c) refer to the precision calculated by two other phones, which we call

phone 1 and 2, located at the opposite side of the table where speaker 4 is sitting. Figures 3.16(b)

and 3.16(c) show on average higher classification precisionon phones 1 and 2 when speaker 4 is

talking than when the classification is performed by speaker4’s phone reported in Figure 3.16(a).

This is because phones 1 and 2 are more distant from the sourceof noise and consequently they are

able to capture higher quality speaker 4’s voice audio than speaker 4’s phone itself.

The important point is that Darwin boosts the classificationperformance of speaker 4 by leverag-

ing other surrounding phones experiencing better sensing contexts; this is shown in Figures 3.17(a),

3.17(b), and 3.17(c) which report, respectively, the recall, precision, and accuracy of the three speak-

ers in the restaurant experiment, including speaker 4, overtime. From Figure 3.17(c) it can be seen

that speaker 4’s accuracy is low (∼65 %) at the beginning of the experiment but starts increasing
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Figure 3.17: Recall, precision, and accuracy in a noisy restaurant with Darwin for three speakers.

as the experiment proceeds. The classifier evolves and the surrounding mobile phones participate

in collaborative inference. At the end of the experiment, speaker 4’s classification accuracy reaches

∼80%. The fact that speaker 4’s recall and precision present low values for the duration of the

experiment (as shown in Figures 3.17(a), 3.17(b), respectively) confirms that speaker 4 voice is

impacted most of the time by loud conversation from the next-table.

Experimental Scenario Three: Walking Outdoors Along a Sidewalk in a Town

The final scenario we study is an outdoor environment where five people walk along a sidewalk and

three of them are talking. This contrasts the first two scenarios. In this experiment, five people carry

phones either clipped to their belt or inside their pockets.As in the restaurant scenario, the amount

of audio data recruited by Darwin to evolve the classifier is larger than the indoor evolution case and

ranges between 90KB and 110KB of data. The performance boostusing the Darwin system can be

observed in Figure 3.18 where the speaker recognition classification accuracy increases to 80-90%.

The greatest improvement is observed by speaker 1 whose phone is clipped to their belt. This mobile

phone is exposed to environmental conditions such as wind and passing cars making the audio data

noisy and voice hard to pick up. However, we note that some of the other phones experience better

sensing context and by relying on these phones Darwin booststhe final classification accuracy for

speaker 1.
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Figure 3.18: Recall, precision, and accuracy for three speakers walkingon a sidewalk along a busy road.

3.5.3 Impact of the Number of Mobile Phones

In this experiment, we study how the Darwin system’s performance changes as the number of mobile

phone participating in model pooling and collaborative inference varies. This experiment is also

conducted in the same noisy restaurant discussed in scenario two, which represents a challenging

sensing environment. The experiment consists of three people speaking and five phones carried by

five people positioned around the table. Some phones are placed on the table and others remain in

speaker’s pockets. The experimental scenario starts with only two of the five phones running the

Darwin system. More nodes are subsequently added up to a maximum of five – all phones run the

Darwin system and are randomly positioned around the table.The classification accuracy for each

of the three speakers as a function of the number of phones running Darwin is shown in Figure

3.19. As expected, the larger the number of co-located mobile phones running Darwin, the better

the inference accuracy. The performance gain using collaborative inference grows with the number

of phones according to the algorithm discussed in Section 3.2.6 and in particular to Equation 3.2.

While two phones do not have sufficient “spatial” diversity to experience gain from the Darwin

system, the classification accuracy is boosted when the three remaining phones are added.

Speaker 3 experiences low accuracy due to the proximity of their phone to another group of peo-

ple involved in a loud conversation. This is perceived as noise by the speaker identification classifier

and negatively impacts speaker 3’s voice classification more than speaker 1 and 2. Speaker 2 ex-
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Figure 3.19: Accuracy in a noisy restaurant
when an increasing number of phones participate
to Darwin.
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Figure 3.20: Accuracy in a quiet indoor setting
when an increasing number of phones participate
to Darwin.

periences low accuracy with three phones running Darwin dueto speaker 2’s voice characteristics.

Speaker 2’s classification model poorly classifies speaker 2’s voice when operating individually.

This could be due to the fact that the initial training audio is not recorded correctly or that the 20-

component 19-dimensional GMM for speaker 2 does not properly model speaker 2’s voice. In this

case, a larger number of nodes is needed to perform accurate speaker 2 classification. The Darwin

system compensates not only errors due to different sensingcontext but also for poor event classi-

fication modeling. This is possible because multiple phonesco-operate to generate more accurate

inference results. The confirmation that speaker 2’s model is not accurate comes from the fact that

speaker 2’s recognition with 3 phones performs poorly in comparison with speaker 1 and 3 in a

quiet setting (see Figure 3.20), which is where the classifier should perform the best given the initial

indoor training stage.

We also determine that the reason for better inference accuracy with 3 phones in the restaurant

experiment for speaker 3 is that the other two phones are closer to speaker 3 than they are in the

quiet indoor case. This offers better audio signal quality for the collaborative inference step.

In summary, the Darwin system boosts the classification accuracy when the sensing environment

or context adversely impacts quality of inference, when theindividual classification model yields

poor accuracy given a person’s voice characteristics (as inthe case of speaker 2 for our experiments),

and when sensors or microphones have different hardware characteristics [138].

3.5.4 Time and Energy Measurements

When proposing a complex but powerful classification architecture such as Darwin the natural ques-

tion is: how does this system impact the performance of everyday mobile phones? While we have

completed a first implementation of Darwin on the Nokia N97 and Apple iPhone we recognize that

there are challenges and future work to be done. In what follows, we present some time and energy

measurements for Darwin running on the N97 (similar performance is observed for the iPhone). We

believe that smart duty-cycling is also a future part of our work which would improve the energy re-

sults presented in this section. Averaged baseline measurement are taken before each measurement
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Table 3.2: Average running time for processing 1 sec audio clip, sending, and transmitting the data.

Routine Running Time (s)
Silence suppression 0.003

Voicing 0.565
MFCC extraction 1.4
Local inference 3.67

TX MFCC to server 0.862
RX model from server 4.7
TX model to neighbors 1.91

TX local inference 0.127
RX local inference 0.09

in order to have a baseline reading, which we subtract from each measurement. The measurements

are performed using the Nokia Energy Profiler tool and repeated five times. The mean values are

reported. The running time of each Darwin component for 1 second of audio sampling is reported in

Table 3.2. The most computationally intensive routines arethe local inference (which involves the

probability density function calculation for eight speakers) and receiving the model from the server.

Figure 3.21 shows the power, CPU load, and memory measurements on the N97 when running the

Darwin components. It can be seen that the local inference step takes the largest amount of power

(see Figure 3.21(a)) and CPU load (see Figure 3.21(b)). Substantial memory usage is measured for

MFCC extraction compared to the other components (see segment (C) of Figure 3.21(c)). This sug-

gests that the MFCC extractor implementation requires optimization. Receiving a new model from

the server and broadcasting it to neighbors during pooling also causes more power drain than the

other routines. However, evolution and pooling are operations that occur rarely (i.e., evolution only

once for a certain environment and pooling only once to send amodel to neighbors), consequently,

pooling and evolution do not heavily account for resource usage and power consumption. Routines

that instead occur periodically, such as audio sampling, voicing, MFCC extraction, etc., require less

power each time they are active.

Finally, Figure 3.22 shows the measured battery lifetime and the inference responsiveness (de-

fined as the inverse of inference delay) as a function of the audio sampling interval and collecting

1 second of audio each time the microphone is polled. We obtain the shortest battery lifetime (∼27

hours) for a periodic sampling interval of 10 seconds (this sampling interval guarantees the highest

inference responsiveness). However, if smart duty-cycling techniques are adopted [55], the phone

could operate in a low sensing duty-cycle mode, e.g., with a sampling rate of 60 seconds, when

Darwin is not running. As an event is detected, such as voice in case of speaker recognition, Darwin

could become active in a high duty-cycle mode, e.g., using a 10 second sensor polling rate, for the

duration of the event. As the event disappears the phone could go back to low duty-cycle mode and

Darwin would stop working. This would guarantee high application responsiveness while main-

taining several hours of battery duration. More detailed analysis of resource consumption and the

development of low-energy duty-cycling for Darwin are important future work. We believe however

that new duty-cycling techniques discussed in the literature for mobile phones [55, 83] could boost
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the phone’s battery lifetime of Darwin phones.

3.6 Demo Applications

Darwin can be used by other emerging smartphone sensing applications in addition to the speaker

recognition application discussed in this Chapter. In whatfollows, we discuss how a number of

demo applications that use different sensing modalities can be supported by Darwin. We discuss

three different demo applications.

3.6.1 Virtual Square Application

Darwin could support applications in the social sphere setting, where speaker identification, for

example, could be used to augment the context of a person and their buddies and make the buddy

proximity detection more accurate. Similarly, it could be used for reliable detection of meetings. A

pure Bluetooth or WiFi based proximity detection system might not work accurately considering the

large amount of devices a Bluetooth or WiFi scan could potentially return in the area where the per-

son is. We have developed Virtual Square, an application that exploits augmented reality to present

a person’s sensing status information [14] including whom the person is in proximity/chatting with

at a certain moment and location. Our Virtual Square prototype is built for the Nokia N97 writ-

ing a combination of QT code, for the body of the program, and Symbian routines to access low

level functionalities for the collection of magnetometer readings from the onboard magnetometer.

GPS and magnetometer sensors are used to geo-tag the person’s sensor context which is stored on

a server and is retrievable by the buddies who subscribe to the service. Users have full control of

the application privacy settings and can opt-out from disclosing who they are chatting with at any

time. A screenshot of the application is reported in Figure 3.23. It is clear how Virtual Square, by

simply pointing the phone as when taking a picture and movingit around, is a powerful means to

see “through walls” and gather information about people andplaces in the very intuitive way of an

augmented reality interface. The old concept of square as a place where people gather to chat and

meet now becomes virtual, being enabled by the smartphones sensors which allow to characterize

people’s microcosmos.

3.6.2 Place Discovery Application

Darwin could support applications using different sensingmodalities; for example, place discovery

applications based on radio frequency (RF) activity from WiFi access points [141]. Darwin can be

integrated with such an application in the following way:

- Initial training and evolution: the classification model in this case is the RF signature profile

that characterizes a certain place. The dynamics of the radio characteristics and the fact that access

points are being added or removed in certain areas make the RFprofile time varying. A RF profile

could be initially built by a mobile phone and then evolved asthe mobile phone visits the same
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(a) Power.

(b) CPU load.

(c) Memory.

Figure 3.21: Power, CPU load, and memory usage of the N97 when running Darwin. The Darwin routines
have been made run sequentially and the operations have beensegmented as reported in the following labels:
(A) One sec audio sampling; (B) Silence suppression; (C) MFCC extraction; (D) Voicing; (E) Local infer-
ence; (F) MFCC transmission to the server; (G) Model reception from the server; (H) Model transmission to
neighbors; (I) Local inference broadcast; (L) Local inference reception.
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Figure 3.23: Virtual Square, an augmented reality application on the N97with the support of Darwin.

place multiple times in the future.

- Pooling: when a mobile phone visits an area for which it does not have anRF profile it has

two options: either build a profile, which requires time and introduces delay in inference, or, pool

a profile for the area from a nearby mobile phone or backend server. Building an RF profile could

take more time than the duration of the visit in the area, which means that the place might not be

discovered. By pooling, the profile is immediately ready to be used in the inference phase.

- Collaborative inference: if multiple mobile phones are co-located in the area they canco-

operate to perform a more accurate place inference. Given that sensed RF activity could be slightly

different from phone to phone, collaborative inference could be used to determine what is the most

likely discovered place by, for example, selecting the place that is reported with highest probability

by each of the mobile phones.

3.6.3 Friend Tagging Application

The idea of this application is to exploit face recognition to tag friends on pictures. Namely, the

application automatically associates a name to a person in the picture if the person is recognized.

Darwin could improve the application in the following manner:

- Initial training and evolution: the initial training starts on each user’s mobile phone. The

mobile phone derives a model for the person’s face through a training picture. Following this initial

training seed, the face model for a person can evolve over time. For example, a person’s face is

often captured by the phone’s camera (e.g., when using videoconferencing) allowing the model to

be refined under different conditions (varying light conditions, on the move, etc).

- Pooling: when friends get together their phones pool each other’s face models. PersonA’s

phone does not have to derive a face model for personB. It pools it directly from personB’s phone.

- Collaborative inference: face detection can now be run in parallel to tag friends when taking

group pictures. Imagine a group of co-located friends taking pictures of each other. Each picture

could have different people and the lighting and angle of each shot could vary considerably. Co-

located phones individually run their face classification algorithm and then exchange information

to refine the final inference; for example, tagging the peoplethat the local inferences returned with

highest confidence.
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3.7 Related Work

Work on applications and systems for sensing enabled mobilephones is growing in importance

[42, 9, 146, 73, 124, 111, 5, 40, 41, 48, 14]. Most of the work inthe literature, however, propose

local sensing operations running on individual devices anddo not exploit in-field mobile phones

interactions. An exception to this is the work in [124], which considers context driven sampling,

and calibration techniques for mobile sensor networks [147].

Sensor node co-operation is studied mainly in the context ofstatic sensor networks where fusion

[148, 149, 150] and aggregation [151, 152, 153] techniques are applied. The benefit of sensor nodes

cooperation in the context of object tracking using distributed Kalman Filters is discussed in [154,

155]. In [148] the authors propose distributed energy efficient role assignment and [149] discusses

signal processing techniques to reduce the amount of sensordata needed to detect an event, while

[150] proposes the adoption of distributed average consensus in order to compensate sensing errors.

In the CASA project [156] researchers adopt techniques for collaborative and adaptive sensing of

the atmosphere using radar technologies. All these projects present techniques for static and not

mobile sensor networks. To the best of our knowledge, there is little or no work addressing the issue

of how to leverage context-sensitive mobile sensing devices such as mobile phones as proposed by

Darwin. There is work on the context of using embedded sensors such as the Intel MSP [11] to infer

people’s activity. However, no interactions between thesedevices are taken into account in order to

realize co-operative strategies such as those discussed inthis Chapter.

Recently, techniques that leverage heterogeneous sensingdevices in order to exploit external

sensing modalities as a further input for classification algorithms or boosting application fidelity

in mobile sensing scenarios are proposed in [79, 157]. Our work goes beyond the idea of borrow-

ing sensor readings from other sensors since we propose collaborative inference techniques that

combine with classifier evolution and model pooling.

Semi-supervised machine learning techniques are investigated for word sense disambiguation

[158], to identify subjective nouns [159], or to classify emotional and non emotional dialogues

[160]. However, no work studies semi-supervised learning techniques in the context of mobile

sensing applications or frameworks.

Audio analysis for speaker identification is a well exploredarea in the literature [134, 136, 135,

127, 128, 129, 130, 137, 140]. Although we do not propose new speaker recognition techniques,

we show how to build a lightweight speaker identification application capable of running on mobile

phones.

In the literature, context awareness follows the definitionthat Weiser [17, 161] and others

[162, 163] provided when introducing or evolving ideas and principles about ubiquitous computing.

In that case, context awareness is intended as either the awareness of situations and conditions char-

acterizing sensor devices surroundings or the behavior, activity, and status of the person carrying the

sensors in order to provide smart ways to facilitate and explore interaction between machines and

humans. Thus, context is seen as the collection of happenings around a monitored subject and the

response of the subject to such those happenings. The work in[71, 20, 19, 21, 20] are examples of
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how sensing systems are adopted to infer such a context and/or leverage context awareness. In some

cases external sensors, i.e., not part of the mobile phone itself, are also needed [20, 71] in order to

perform accurate context inference. The authors of [164] use the word context to mean location

awareness and propose applications that efficiently build on top of it. A very large body of work

focuses instead on the use of various sensing modalities such as accelerometer, magnetometer, gyro-

scope to infer a person’s activities for different applications [28, 11, 27, 26, 14, 165, 166, 167]. The

authors in [168] present an approach to help discover the position of the phone on a person’s body.

The work highlights two limitations: it uses simple heuristics derived from a small training data set

to determine the classification rules, and it uses a single modality approach, i.e., the accelerometer.

We instead rely on a systematic design using machine learning algorithms that are more scalable

and robust than simple heuristics and consider a larger training data set from multiple positions on

the body and different scenarios while using a multi-sensing modality approach.

3.8 Summary

In this Chapter we presented the design, implementation, and evaluation of the Darwin system that

combines classifier evolution, model pooling, and collaborative inference for mobile sensing appli-

cations on phones. The classifier evolution method presented in this Chapter is an automated ap-

proach to updating models over time such that the classifiersare robust to the variability in sensing

conditions and settings common to mobile phones. Mobile phones exchange classification mod-

els whenever the model is available from another phone, thus, allowing mobile phones to quickly

expand their classification capabilities. Collaborative inference combines the classification results

from multiple phones to achieve better inference accuracy and confidence. We implemented Darwin

on the Nokia N97 and Apple iPhone in support of a proof-of-concept speaker recognition applica-

tion. We also showed the integration of Darwin with some demoapplications. Our results indicate

that the performance boost offered by Darwin is capable of off-setting problems with sensing con-

text and conditions and presents a framework for scaling classification on mobile devices. Future

work will consider duty-cycling techniques for better energy conservation and studying simpli-

fied classification techniques, for example, building more computationally light GMMs for mobile

phones without impacting performance. We believe the development of such a classification toolkit

for mobile phones will enable new research on phones for human centered applications.

We argued that phone sensing context is a key system component for future distributed sensing

applications on mobile phones. It should be designed to be accurate, robust, and low cost. We

discussed our initial work on the Discovery framework that grew out of our work on the deployment

of two continuous sensing applications implemented and deployed on Nokia and Apple phones. Our

initial implementation and evaluation only focuses on a limited set of sensors/contexts, but looks

promising and, as an idea, it has potential, when implemented in its full form, to become a core

component of future mobile sensing systems.

In this chapter we have presented a mobile sensing distributed and collaborative inference frame-
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work designed to address some of the issues discovered during the CenceMe deployments discussed

in Chapter 2. In the following chapter we present a large-scale mobile sensing application aimed at

characterizing people and places in space and time. We also discuss a preliminary approach towards

techniques that could be used to provide inference label validation for mobile sensing applications

running in the wild.
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Chapter 4

A Large-Scale Mobile Sensing Application for

People and Place Characterization

4.1 Introduction

The popularity of smartphones continues to increase, whilethe technological divide between these

and more powerful computers diminishes. Accordingly, a newparadigm is becoming evident: peo-

ple are replacing their personal computers with smartphones. The mobility and power afforded

by smartphones allows users to interface more directly and continuously with computers than ever

before. At this writing, smartphones control a 30% stake in the US market [169] and have an ac-

celerating growth trend worldwide. As such, the global density of smartphones will provide ground

breaking means to characterize people and their communities, as well as their utilization of spaces.

These possibilities are facilitated by large-scale distribution systems, increasing hardware support

(battery capacity, CPU, RAM), and improving sensing capabilities.

Sensor-enabled smartphones are becoming a mainstream platform for researchers to collect

information-rich data because smartphones allow the characterization of human activities and con-

text at scale [14, 40, 41, 15]. For instance, researchers have used mobile sensors to collect mea-

surements of pollution and audio noise levels without fixed infrastructure by mounting sensors on

bikes [70]. They have exploited aggregated location tracesto analyze how people move in urban

environments [170, 171]. And they have used contextual datato produce improved local search

results [172].

We believe that continued research in smartphone sensing will allow us to characterize people,

places, and communities as never before possible. As a case example, CenceMe [14] is an applica-

tion that infers a person’s activity and context using multiple sensors in a mobile phone. Figure 4.1

shows CenceMe data collected in Hanover, New Hampshire overa month across 20 users. Activities

such as sitting, standing, walking, and running are aggregatively represented by colored markers.

We can easily examine the geographic distribution of basic human activities and reason about loca-

tion relationships. For instance, the red circle in Figure 4.1 marks the Computer Science department

at Dartmouth College, which is mainly characterized by the “sitting” inferred state. CenceMe’s in-
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Figure 4.1: CenceMe inference labels generated over a month across 20 subjects in Hanover, New Hamp-
shire.

ference is in accordance with the nature of a computer science department, i.e., the department is in

an office building where people are mostly sitting during their work hours.

The CenceMe example helps us to understand the significance of collecting data using a con-

tinuous sensing application running on multiple smartphones. We are given the opportunity to

characterize spaces at a very fine grained level, which is generally impossible without burdensome

subject polling. Such information may be useful, for example, to help city managers understand

how people exploit urban spaces, resulting in improved urban planning. Alternatively, physicians

may learn the health behavior of a community and use this information for community health as-

sessment and recommendations. Distributed sensor monitoring and inference can provide real-time

insights, augmenting inter-person interaction, as well asinteractions between people and spaces.

Questions we may answer include: what music is being played at a particular club right now, how

many people are at the club, and what are their demographics?Where is the quietest place in the

city to read a book? How many people are jogging in the park right now, so that I won’t be alone

during my run today?

This Chapter presents VibN, a continuous sensing application for smartphones. The goal of

VibN is to answer questions such as those posed above by collecting sensor data, executing infer-

ences, and presenting results to users that inform them in real time about “what’s going on” around

them. VibN automatically provides structured visual information about the places people spend

their time by displaying real-time hotspots of the city, which we call Live Points Of Interest (LPOI).

We think this paradigm poses vast improvement over other models that are constrained by manual

input, such as [173]. A LPOI, which is derived from a backend clustering algorithm, is represented

by the demographics of its inhabitants, such as average age,ratio of men and women, and their

relationship status. VibN allows its users to replay historical LPOIs, encouraging observation on

how hotspots and their demographics evolve over time. In this work, we define a point of interest as

any location where people spend a significant quantity of their time. Thus, places of work, living,

and entertainment are points of interest.

VibN also introduces a new dimension to micro blogging through theVibe it! feature, which
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Figure 4.2: a) Architecture of the iOS and Android implementations on the phone; b) architecture of the
VibN backend.

allows a user to record audio commentaries. Audio input provides richer means of building un-

derstanding about locations, activities, and events than the current short text microblogging model.

However, because VibN is founded on an opportunistic sensing paradigm [4]—where the user is

not an active participant in the sensing phase—it also transparently records short audio clips in the

background to provide near continuous audio context. Segments of audio containing voice are fil-

tered out from the clip to preserve the user’s privacy. VibN also automatically and transparently

builds a personal diary, giving the user an opportunity to track locations of significance and related

audio vibes. This Chapter discusses our system design, implementation, and evaluation of VibN.

Additionally, this Chapter discusses a novel methodology for inferred label validation. Because

ground truth evidence is unavailable “in the wild,” we propose to exploit a multi-sensing modality

approach to validating inferred labels. Validation is a keystep to ensuring that the data collected

in the wild by a mobile sensing application is reliable. As far as we know, our methodology has

not been applied to large-scale inference application deployments. We show preliminary results

demonstrating the method utility.

In summary, these are the key contributions of our work: (i) we show that VibN, by running

continuously in the background on mobile phones, is able to characterize the way people and com-

munities interact with the locations they inhabit; (ii) we present the design, implementation and

evaluation of VibN, which has been deployed at large scale through the Apple App Store and the

Google Android Market [174], and used by over 500 users in three weeks of operation; (iii) we

present an approach for an inferred label validation methodology.

The Chapter is organized as follows. Section 4.2 presents the detailed design of the VibN ap-

plication, followed in Section 4.3 by a discussion of a new method for inferred label validation. We

comment of the privacy aspects of VibN in Section 4.4. Section 4.5 presents the system implemen-

tation and evaluation. We discuss related work in Section 4.6, and a summary of the Chapter in
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Section 4.7.

4.2 Design

In this section, we present the design of the VibN application on the phone and of the VibN backend.

4.2.1 Phone Client

The VibN iOS architecture is shown in Figure 4.2(a). The client is modular in design and can be

implemented on both the iOS and Android platforms accordingto the same principles of flexibility

and efficiency. In the following, we describe VibN’s components and design principles, followed

by native differences that impact implementation.

Algorithm 3 Pseudocode for the localization engine duty-cycling manager.
SHORT-TIME-INTERVAL← 5 seconds
LONG-TIME-INTERVAL ← 30 minutes
locError← LOCALIZATION-BOUNDING-ERROR
{Application bootstrap}
previousLocation← lastKnownLocationFromLocalDB
Line 6:
counter← 5
while counter≥ 1 do

{Retrieve new location value}
location← newLocation

if (location+locError≥ previousLocation) AND (location-locError≤ previousLocation)then
previousLocation← location
upload location to server
sleep(SHORT-TIME-INTERVAL)

end if
counter← counter - 1

end while
{Next sampling scheduled after LONG-TIME-INTERVAL}
sleep(LONG-TIME-INTERVAL)
go back to Line 6

Sensing.We use accelerometer, audio, and localization sensor data for our application. A sens-

ing manager activates sensors according to the directives of a duty-cycling manager. All data is

sensed transparently, except for audio sensing, which can also be activated by the user. Transparent

sensing occurs in the background without the user’s active participation. Background audio “vibes”

are introduced to periodically capture a person’s context.TheVibe it! feature allows active partici-

pation by the user, in which they can initiate recording of a short audio clip. EveryVibe it! clip is

geo-tagged before being uploaded to the backend server. Allsensor data is handled by two compo-

nents: the personal data manager, which is responsible for the personal diary points of interest; and
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the communications manager, which handles bi-directionalcommunications with the VibN server.

As discussed in Section 4.2.1, the iOS and Android platformshave different methods for handling

their native location and audio engines; VibN has been adapted to accommodate these differences.

Duty-Cycling Manager. The Duty-Cycling Manager orchestrates sensing-sleeping cycles in

order to optimize resource usage. It is important to carefully allocate duty-cycles for mobile sensing

applications in order to conserve resources, in particularbattery power. We emphasize localization

engine (GPS, WiFi, and cellular) regulation, the continuous use of which can dissipate a phone’s

battery within a few hours (refer to Section 3.3.4). VibN is not designed for continuous location

tracking; its goal is to identify significant points of interest. We conjecture that people tend to spend

at least 30 minutes at a time at important locations, such as the home, work, gym, restaurants, clubs,

etc. We leverage this assumption and design the duty-cycling algorithm to activate the localization

engine after long intervals (between 30 minutes and 1 hour) and report data to the server only if

the location has remained static. In this way, we maximize the likelihood that the system captures

locations that are visited for intervals longer than the sensor’s sleep cycle, while ignoring places

visited for short intervals.

Pseudocode for the localization duty-cycling algorithm isshown in Algorithm 3. There are two

advantages to our approach: it extends the battery lifetimeby applying long sleep cycles; and it

promotes data pre-filtering for a server-side LPOI clustering algorithm. By scheduling localization

data uploads according to visit duration, the clustering algorithm processes less data and the data

more easily groups by location. Contrarily, if the application sends continuous streams of location

data, the clustering algorithm would need to process data that is less structured, requiring longer

convergence times and, most likely, reducing the clustering accuracy. The performance of the LPOI

clustering algorithm is shown in Section 3.3.4.

The duty-cycling manager also regulates sampling intervals for background audio recording.

Audio recording is randomly triggered every hour accordingto a coin-flipping mechanism (i.e.

audio is recorded if a generated random number between 0 and 1is greater than 0.5).

Personal Data Manager. This module manages the user’s personal diary by: determining if

a data point (location, or location plus audio vibe clip) is anew significant location for the user;

and inserting the new data point into the personal local datacache. The personal data cache is

built according to a double first-in first-out (FIFO) queueing policy. One queue contains a user’s

significant locations, while the other queue stores the datapoints for each significant place. The

reason for using FIFO queues to handle personal data rather than an unbounded diary is to minimize

the local storage footprint.

Since this data is only meant for personal consumption, the personal diary is not uploaded to

the server and never leaves the phone. By keeping personal data local to the phone, we minimize

the risk of external attackers retrieving private information. The personal data manager determines

the significance of a location by analyzing the duration of a user’s visit. If the visit exceeds a time

threshold, then the manager flags the location as significant. We empirically use a fixed threshold of

two hours, which we believe to be reasonable considering that people often visit significant locations
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(a) Personal view on the iPhone. (b) Personal details on the iPhone.

(c) Personal view on the NexusOne. (d) Personal details on the NexusOne.

Figure 4.3: VibN personal view and personal details view on the iPhone and the NexusOne.
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such as the office or home for longer periods. We realize that this policy may not generalize well to

all users, since people have different living habits and styles. Future releases will give users direct

control over this parameter.

The VibN personal view is shown in Figure 4.3 for both the iOS and Android implementations.

The personal view allows a user to examine their life pattern. Green blobs (Figure 4.3(a) and

Figure 4.3(c)) visualize locations that the system deems significant. By tapping a green blob one

can examine personal activity details, such as, the times a location was visited and the audio vibes

recorded (Figure 4.3(b) and Figure 4.3(d)).

LPOI Manager. The LPOI manager maintains up-to-date live and historical points of interest

on the phone and partitions them by time windows. Points of interest are refreshed in two cases:

when the application is being launched; or when the application resumes from the background.

Upon refreshing, the application automatically downloadspoints of interest co-located near the

user. A bounding box is defined to be twice the span of the visible screen map’s latitudinal and

longitudinal scope. When the user zooms out on the map, points of interest within the new bounding

box are fetched from the server.

The data associated with each point of interest is managed onthe phone according to a caching

mechanism. The cache is designed to strike a balance betweenlocal storage constraints and fre-

quency of server download sessions. For each LPOI, the user can fetch up to ten audio vibes. Once

downloaded, the audio vibes are stored locally and are available for future access. Besides its audio

vibes, a point of interest is characterized by the demographics of its visitors. Demographic metrics

include average age, average relationship status, and gender ratio. In the current implementation,

demographic information is manually provided by users in the application’s settings. In the future,

we plan to leverage the sensors to automatically infer demographic data. For instance, voice pitch

detection may be used to infer gender.

As the LPOI manager receives points of interest from the server, it partitions them according to

time. A “live” bin receives points of interest derived from activity in the last hour. Historical bins

are used to replay LPOI evolution over time (up to a month in the current implementation) by means

of a graphical slider (see Figures 4.4(c) and 4.4(d)). The historical view allows easy identification,

examination, and comparison of consistent hotspots versustransiently popular locations. Views of

the live and historical points of interest, which are represented respectively by red and blue blobs, are

shown for the iOS and Android implementations in Figure 4.4.By looking at a point of interest’s

details, we may observe how the demographics of a hotspot have changed over time. Figure 4.5

shows that there are 50% males, with a mean male age of 33, meanfemale age of 26, and 50%

single status for a particular hotspot.

Comms Manager. The phone communicates with a server to facilitate locationand audio

uploads, as well as points of interest and audio downloads. We use the JSON format for data

exchange, which follows a query-response pattern. The phone queries the server for information

and the server responds with the requested data. Interaction with the server is driven by the sensors’

duty-cycle. The phone triggers interaction only when sensor data is available, when the application
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(a) Live view on the iPhone. (b) Live view on the NexusOne.

(c) Historical view on the iPhone. (d) Historical view on the NexusOne.

Figure 4.4: VibN live and historical views on the iPhone and the NexusOne.
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Figure 4.5: One of the LPOI details on the iPhone.

is launched, or when new points of interest need to be fetched.

Privacy Control Manager. This component manages sensor access permissions according to

the user’s privacy settings. It supports user editing of privacy settings in the local sqlite database

and grants the application access to a sensor only if the userhas agreed to its use. More details on

privacy management are given in Section 4.4.

User Feedback Manager.User studies, in which users are asked to report on their experience

or to suggest new features, are necessary to assess the performance of a system. However, it is not

always possible to collect the same quality data for large-scale deployments as for small and medium

scale projects, as we have less control over compliance and it takes more time to distribute surveys

over a large population. VibN’s solution is the User Feedback Manager, which can dynamically

survey users by presenting questions directly to the client. We are able to push down new survey

questions from the server as new needs arise. Answers are uploaded to the backend providing us

immediate access to important usability data.

Differences between Vibe iOS and Android

While the VibN iOS and Android implementations respect the high level architectural design guide-

lines of the system discussed above, these platforms present differences in some of their basic low

level functions. In particular, the respective platforms handle localization, accelerometer manage-

ment, and audio recording differently. These functions aredealt with separately for each platform.

Localization. The Android location engine is more flexible than the iOS counterpart. It al-
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lows the programmer to individually enable localization components such as GPS, WiFi, and cel-

lular. This makes it easier to optimize resource usage, in particularly power. Phone resources

demand careful handling when designing continuous mobile sensing applications, and the individ-

ual management afforded by the Android provides increased flexibility. The iOS, however, provides

less fine grained control. The programmer must specify a desired localization accuracy, which is

parametrized in three levels: low, medium, high. The OS itself decides which localization com-

ponents to use in order to meet the accuracy requirements. This lack of low-level control hinders

thoughtful resource management by the programmer.

Accelerometer. Smartphones’ sensors have been mainly introduced to enhance the user expe-

rience when interacting with the devices, e.g., flipping theuser interface from landscape to portrait

mode with the accelerometer. For this reason iOS currently shuts down the accelerometer when an

application is pushed to run as background process since there is no active user interface that needs

the accelerometer support. The consequence of this approach is the impossibility to rely on a con-

tinuous accelerometer data stream, which is the foundationfor reliable activity inference. Android

OS, instead, maintains the accelerometer active even when the application is sent to the background.

Audio recording. To ensure ease of portability and analysis, we opt for storing audio vibes in

“wav” format. The iOS provides native routines for rendering and reading wav files. However, the

Android does not. We were required to write custom Java code for building a wav file header and

appending the PCM audio payload.

4.2.2 Backend

Data Collection. The VibN phone client interacts with the backend using web service interfaces

supported by the Pythonweb.pyframework under a standard Linux distribution. The JSON format

is used for data exchange. The VibN data, which we designate as “vibes,” consists of the following:

1) location-only vibes; 2) audio vibes captured by the application automatically; and 3) audio vibes

generated by theVibe it! feature. Vibes are stored in the backend using both a binary storage

service and an indexing service. The indexing service performs similarly to a distributed hash table,

while the binary storage manages large binary files. The index service allows VibN to store simple

metadata about media and execute queries about it. When an audio vibe is uploaded, it is indexed

by the indexing service so that the vibe and its associated location can be retrieved later.

In order to preserve the privacy of users we treat automatically sampled audio vibes differently

than theVibe it! audio vibes. When initiating an audio recording withVibe it!, a user implicitly

acknowledges that data collection is taking place. However, background audio vibes are generated

without user participation. For this reason, we apply an algorithm that anonymizes audio vibes

automatically recorded by the phone. The algorithm removesshort portions of audio from the au-

dio stream at regular intervals so that background sounds can be identified (e.g., the sound of a

car or music) but the content of conversations cannot be reconstructed. Two parameters drive the

algorithm: the frequency and duration of the audio suppressions. We determine these parameters

empirically with the twofold goal of preserving backgroundsound recognition and rendering con-
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versation unintelligible. This algorithm is not applied toVibe it! audio vibes.

Query Handling. When fetching LPOIs, the phone client issues queries in tuple form for each

LPOI. These contain a location, a bounding box representingthe LPOI’s region, and a time window.

The time window designates the time range used for aggregating data in the historical view. There

are six possible time windows, ranging from three hours to one month. By fixing window size

options in advance, the clustering algorithm can asynchronously compute the points of interest for

each window so that content is immediately available upon query. Given the location, the bounding

box, and time window, a query is served by retrieving contentfrom the indexing service.

Clustering Engine. The clustering algorithm runs as a background process, asynchronously to

client queries, and it is based on the density-based spatialclustering (DBSCAN) technique [175].

The reason for the adoption of DBSCAN is that, by being density based, it operates in an unsu-

pervised manner without requiring the number of clusters tobe computed as input parameter like

for K-Means. Clustering runs are processed on a location tile and a time window. We use location

tiles of size 120 by 120 km and time periods ranging from 3 hours to as long as 1 month. Our clus-

tering machine works on a schedule, where each entry is a specific location tile and time window

combination. The output of a clustering run is a set of pointsof interest, stored as a record in the

indexing service. This record also includes the list of audio vibes, timestamps, and demographics

information associated with the point of interest.

In order to optimize the clustering process’s scalability and responsiveness, computation is dis-

tributed across multiple machines; each machine operates on different sets of tiles. When computing

a tile for a time range, the machine registers itself at initialization and de-registers once the task is

completed. The cluster scheduling is designed to give priority to the most recent points of inter-

est, i.e., those within the last hour, and to tiles containing high density of vibes. In this way, we

guarantee that live points of interest with high upload rates are most often re-computed.

Sometimes points of interest cannot be computed because of ascarcity of vibe uploads. This

condition arises, for instance, immediately after the application launch, when there is a small user

base. When data is too sparce for clustering, we rely on a bootstrapping strategy. A new process

is spawned that executes a request to Yelp or Bing to provide supplementary points of interest. In

our current implementation, we use the Bing service, since it has a less constrained policy about the

rate of queries it accepts.

Scaling.To handle scale and guarantee backend robustness, we use Amazon Elastic Cloud ser-

vices. All the components reported in Figure 4.2 run on a single machine, except for the clustering

process, which is distributed across multiple machines. The advantage of the elastic cloud service

is that machines can be promptly instantiated or terminatedbased upon demand. This is a desirable

feature when the user base changes over time and rapid adjustments to the backend might be needed

to accommodate the application’s demand.

99



Table 4.1: Examples of microblog posts and sensor data from the App Store CenceMe data set.

CenceMe Microblog Post Sensor Inference
At work Sitting

Reading at the harbor Sitting
Out of work, going back home Walking

4.3 Data Validation Methodology

Mobile sensing applications deployed at large scale provide a mechanism for collecting tremendous

amounts of interesting and potentially useful data. However, when an application is deployed in

the wild, there is no inherent method for the developer to verify whether inferences are meaningful

and correct. For instance, if a mobile device reports that a person’s activity is walking, we lack

ground truth, or supporting evidence that the person is actually walking. Rather, an inference may

be the result of a false positive misclassification. While erroneous classification may be tolerated in

leisure applications, it may not be acceptable for more critical applications, such as those that assess

wellbeing or health. Yet establishing ground truth can be costly; how can accuracy be verified

without burdensome polling of its users? We propose a technique to boosting sensing inference

accuracy and trustworthiness by mining multimedia content(such as microblog posts, public point

of interest repositories, videos, photos, or audio clips) that have been posted temporally near to the

inferred activity. We call this techniquesensor inference validation methodology.

Microblog posts via Twitter, Facebook, MySpace, etc., are apopular form of communication.

Such channels encapsulate valuable information about the context of a person. Text messages sent

by phone may also be mined for bolstering inference. Geo-temporal information can be exploited to

hint at the nature of a person’s concurrent activity. Why notexploit rich coexisting data to buttress

sensing inference? We may seek correlation between multimedia/textual content posted by a person

and the actual activity sensed by the phone. For example, if amobile phone’s sensors report “sitting”

accordant data, the phone might actually be sitting on a table while the person is moving. However,

if by mining the person’s last microblog message we learn that the person is “watching TV,” we

achieve higher confidence that the person is indeed stationary. Similarly, if a person is reported as

“running” while they are microblogging about going to the gym, we can reason that the person is

probably engaged in the activity of running.

An example of correlating microblog posts and inferred activity is shown in Table 4.1. The data

has been culled from the CenceMe [14] data set; the microblogmessages have been posted from

within the CenceMe application. From this example we can seethat it is possible to draw reasonable

correlations between user-driven input and an inferred activity by using time-based accelerometer

sensor data. Being at work or reading a book usually implies little motion. In the same example, a

user is inferred to be walking when they have posted that theyare returning home. In these cases

we are given the opportunity to attach confidence to inferredlabels by correlating sensed data with

microblog posts.
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Table 4.2: Inferred states, based upon combinations of sensing modalities.

Inferred State Activity Classifier Audio Classifier Location Change Classifier

Street: Walking Walking Street Sound Low
Street: Standing Stationary Street Sound 0
Street: Running Running Street Sound Low
Office or home: Standing Stationary Quiet 0
Restaurant: Walking Walking Noisy Business Low

The basis of our validation methodology is that we exploit semantic keywords and characteristic

features of multimedia content, location, and sensor data.Using this approach, we can identify, flag,

and discard inference labels that might lead to inaccurate conclusions; detect deliberate attempts to

perturb automatic inferences; and refine inferences due to questionable sensor data.

Although the range of possible human activities is high, theset of possible inferred states is con-

strained to those most commonly found in daily routines, as well as the range of classifier outputs

available from the sensed data. Our methodology operates onthree levels to validate an inferred

state. First, on labels inferred by sensor-based classifiers; second, on low level sensor feature vec-

tors; and third on microblog text. On the first level, inferred sensor-based labels are exploited to

support cross label validation. On the second level, we detect differences between a user’s sensor

data feature vector and a training feature vector. Finally,we look for semantic matches between mi-

croblogs and location metadata. The validator’s output is aset of inferred state weightings, where a

weight is associated with a confidence level for each possible inferred state.

As an example, we use the CenceMe application [14] data. We have three classifiers that output

labels. The activity classifier operates on the accelerometer data and returns the following labels:

stationary, walking, running. An audio classifier recognizes acoustic contexts such as an indoor

office or home, street sound, or noisy business. Finally, thelocation change classifier labels how

quickly a person’s geospatial location is changing. In our example, we work with a small set of

inferred states, some of which are listed in the left hand column of Table 4.2. However, this model

may generalized to a larger inferred state space.

A confidence-weight associated with a state is calculated using Formula 4.1:

Con f idWeight=
∑N

i=1Bi + ∑Z
j=1Fj +M

N+Z+1
, (4.1)

whereN is the number of label classifiers andZ is the number of sensor feature vectors. In Table

4.2, there are 3 label classifiers, listed in the header for the three right hand columns.B, F, andM

are boolean, such thatBi is 1 if thei-th classifier is evaluated to true with respect to an inferred state.

Fj is equal to 1 if the Euclidian distance between the sensed feature vector and the training feature

vector for an inferred state is below an arbitrary thresholdθ . M is equal to 1 if there exists a match

between any of the keywords in a person’s microblog message and the keywords extracted from the

Geographic Information System (GIS) metadata or a local search on the location.

The validation methodology is designed to attribute lower confidence to an inferred state when

individual classifiers are well-aligned but the underlyinginput space is not. For example, assume
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(b) Activity inference labels and ground truth.

Figure 4.6: Sparse ground truth and inferred labels over time. It might be possible to build models to predict
inferred labels from sparse ground truth events.

that we intend to validate whether a person’s activity classifier is accurate. We can collect data from

an audio classifier, a location change classifier, and microblog text. The phone’s activity classifier

reports “running.” Yet the other data streams indicate a restaurant scenario: an audio classifier

indicates a noisy business; there is no significant spatial movement (as indicated by GPS), and

the user has used the word “pizza” in a microblog. Each of the classifiers are withinθ Euclidian

distance from the training data. Given the restaurant scenario, “running” would receive a confidence

of 6
7, while “not running” would have a confidence of7

7=1.

4.3.1 Future Work for Data Validation Methodology

More research is needed to develop a complete and effective validation methodology solution. We

are planning to introduce two techniques, designed to work in concert as part of the data validation

methodology.

The first technique is about exploiting the correlation between events that occur near in time,

given that human activities and behaviors tend to cluster within a certain time interval. For example,

if a person is sitting at the office, it is likely that they havebeen sitting for some time already and

they will persist in the same state for some time in the future. Similarly, if a person is jogging,

the same activity can last for a certain amount of time. Our idea is to seek correlations between

ground truth hints, sparsely collected from users, and the classifiers’ inferred labels for past and

future time intervals. To better understand this approach,in Figure 4.6 we report some results from

an experiment we conducted in campus with the VibN application and 20 participants over a period

of three weeks. Each user has been randomly prompted during the day (at most 10 times) to report

their actual activities, context, and location. The goal isto see if we can exploit a ground truth event

to guess the user’s activity and context in a time interval centered around the ground truth event

itself.

Figure 4.6 shows over time the ground truth events provided by one of the users and the output of

the classifiers. From Figure 4.6 we can see that a given groundtruth data point tends to overlap with
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Figure 4.7: Inferred labels validation flow involving external sourcesof information such as public points of
interest, expected behavior public database, and web mining techniques.

the classifier labels for time intervals centered around theground truth report. This preliminary ex-

periment provides a promising indication for the possibility to exploiting sparse ground truth labels

as a way to validate inferred labels in a time interval centered around the ground truth timestamp.

Thus, we hope to be able to design models that validate inferred labels for which we do not have

ground truth evidence. In order to accomplish our goal, we will build on previous work that models

physical activity inference using wearable sensors [176].There is another challenge, which is to

find ways to collect ground truth labels from users without possibly interrupting daily life routines.

Prompting a person too often for ground truth collection would imply poor user experience, with the

result of having any application designed for data validation methodology rarely used or not used

at all. A successful data validation methodology should be able to collect ground truth labels while

at the same time engaging a user for long periods of time. To this end, we are planning to leverage

some of the Von Ahn’s invisible computing principles [177].

The other approach we are planning to introduce as part of ourvalidation methodology is taking

advantage of the large corpus of information from third-party sources as a means to build stronger

confidence about a certain inferred label. We plan to move beyond the preliminary approach pre-

sented in the previous section, where we take advantage of prior knowledge for a place (represented

in Table 4.2) in order to verify if a certain activity is likely to happen in that place. The idea is to

adopt a more general approach through which validating inferred labels without possibly the need to

specify prior knowledge manually (as in Table 4.2). In orderto do so, we rely on the algorithm rep-

resented by the flow in Figure 4.7. Starting from the latitudeand longitude coordinates associated

with an inference label, we can exploit off-the-shelf public point of interest databases to retrieve the

category of the place. Examples of categories are restaurant, museum, gym, coffee store, etc. This

information can be obtained exploiting publicly availableprogramming interfaces of popular point

of interest or local search providers such as Foursquare, Yelp, Google, and Microsoft Bing. After

a category for a given place is retrieved, we can determine the most likely activities and behaviors

that are going to be observed in that place. To retrieve the list of activities associated with a place
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(b) VibN audio inference label distribution in the web
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Figure 4.8: VibN inferred labels distribution from the web documents for physical activity and audio context
for the gym category.

category we can rely, for example, on the American Time Use Survey (ATUS), an initiative of the

US Bureau of Labor Statistics to keep track of the amount of time people spend in their own ac-

tivities and where [178]. From ATUS it is possible to obtain alist of activities that people usually

perform in each place category. Having retrieved the list ofpeople’s activities and behaviors for a

certain place, we then exploit content-rich web documents to find correlations between our inferred

labels and the content of these documents using a similar approach as in [179]. We mine the web

to obtain information about how the activities retrieved from ATUS are performed and we use this

information as a form of ground truth. For example, if the place category is “restaurant” and from

ATUS the most likely associated activity is “eat a meal”, ourweb query would be: “how to eat

a meal”. In response to this query we download 100 web pages identified by the first 100 hits.

This threshold has been chosen meeting the requirement to collect as much information as possible

while still being able to analyze the corpus of documents reasonably fast. We then try to see if our

inference labels occur in the web documents we have downloaded.

The larger the correlation between the inference labels andthe content of the web documents, the

more confident we can be about the correctness of the inferredlabel because from prior knowledge,

i.e., the ATUS activity list, we obtain that the activity or behavior represented by our inferred labels

can be found in the web documents that describe that activityor behavior. Conversely, if it is not

possible to find correlations between the inferred labels and the content of the web documents, a

smaller confidence should be associated with an inference label. The web documents are retrieved

issuing “how to” queries for each activity identified in the ATUS list for a certain place category. As

the web documents have been downloaded, we need to find correlations between the inferred label

words and the content of the web documents. Examples of inferred labels are “running”, “walking”,

“sitting”, or “talking”. In order to maximize the chance of finding our inferred label words inside

the web documents we rely on a stemming algorithm step [180] applied to our inferred label words.

In this way, all the words with the same stem are reduced to a common form. For example, the word

“talking”, after the stemming phase can be considered equivalent to the word “talk” and “talked”.
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documents for the subway category.

Figure 4.9: VibN inferred labels distribution from the web documents for physical activity and audio context
for the subway category.

At this point, we minimize the chance of missing the word talking and all the variations of it in the

web document. Thus, if we aim to validate the inferred label talking, not only do we look for the

word talking in the corpus of web documents we have downloaded, but also for all the variations of

the word talking derived by the stemming algorithm. In orderto determine the distribution of our

inferred labels in the web documents, we also look for the other inferred label words in the same

corpus. Following this string matching step, we build a distribution of the most found inferred label

words in the document. If, for example, talking is the most present inferred label word for a certain

place category, then we conclude that there is a high chance that talking has been correctly inferred

by the mobile sensing application, given the fact that priorknowledge from ATUS contemplates

activities for which talking is predominant.

Figure 4.8 and Figure 4.9 show the distribution of the VibN inferred labels for two different

place categories: gym and subway. These distributions havebeen obtained from mining 100 web

documents by querying the web with “how to<Xi>” queries, where<Xi> is one of the activities

taking place in each location, and there isN of such activities in a location according to ATUS.

The web document analisys is performed by looking for the stemmed VibN inferred labels into

these documents. If we consider the top two most recurring labels, we can see in Figure 4.8 that

running and walking, along with talking and being quiet, arethe most recurring activities at the

gym. For the subway, the most present activities are walking, running, talking, and being quiet

as shown in Figure 4.9. We consider this as a promising initial result. In fact, we are given the

opportunity to validate inferred labels from applicationsrunning in the wild looking at the presence

of our inferred labels in web documents obtained from the “how to” queries. If, for example, we

receive a walking or running activity label from a mobile sensing application running in the wild,

and the person is located at the gym, from Figure 4.8(a) we could asses with some confidence that

the label is accurate. Similarly, if we receive the talking and quiet labels, we can again associate

high confidence with these labels by looking at Figure 4.8(b).

Our plan is to carry out a more systematic study of the approach presented in this section to
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make sure to develop a robust and scalable data validation methodology that can be extended to a

large body of activities and place categories.

4.4 Security, Privacy, and Trust

Security, privacy, and trust are important matters for mobile sensing applications. As such, VibN

attempts to ensure a secure and trustworthy system with the following steps: personal diary data

never leaves the phone and the user has full control over it; uploaded data is stripped of any details

that could reveal a person’s identity; details on live points of interest are an aggregate representa-

tion of a location without exposing any individual’s information; data sent and received over the

wireless link is protected by SSL encryption; users can disable the sensors at any time; background

audio recordings are automatically stripped of vocal content in order to preserve conversational

confidentiality.

Future development of this work will implement speech-to-text translation mechanisms in order

for a user to post audio vibes in a privacy-preserving manner. We also plan to implement location-

driven privacy control, where the system can be told to disable sensors automatically in specific

locations. For example, the home could be designated a no-sensing area, so that the system would

automatically stop sensing as a person enters their home.

4.5 VibN System Evaluation

VibN is implemented on iOS and Android platforms, and it is able to run on Apple iPhone/iPod

Touch devices, as well as on multiple Android phones. The iOSimplementation consists of about

21,000 lines of Objective-C/C code versus 10,700 lines of Java code for the Android. The appli-

cation was released to the public through the Apple App Storeand Android Market on November

2010. In approximately 3 weeks, 500+ users have downloaded and used the application continu-

ously. In this section, we present a system characterization of VibN, and a characterization derived

from the large data set collected from the app store users. Asfar as we know, this is the first

characterization of a mobile sensing application releasedat large scale through the app stores.

4.5.1 System Performance

In what follows, we show the performance of the iPhone and Android VibN application when run-

ning, respectively, on iPhone 4 and Nexus One devices. Sincethe location engine on these devices

is the main cause of battery drain, we focus on the battery life as a function of the localization duty-

cycle (refer to Figures 4.10(a) and 4.10(b)). From our experiments, we derive the optimal location

engine duty-cycle time to be 30 minutes. After several weeksof application use, we determined this

to be the interval that minimizes battery usage while collecting significant points of interest. With

a 30 minute sleep cycle, the iPhone 4 battery duration is 25 hours, versus 40 hours on the Nexus

One. The reason for longer battery duration on the Nexus One is that Android provides native APIs
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(a) Battery duration for iPhone 4.
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(b) Battery duration for Nexus One.
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Figure 4.10: iPhone 4 and Nexus One battery duration when running VibN andamount of data received and
transmitted during VibN operations.
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Figure 4.11: CPU usage and free memory for VibN running on iOS.
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Figure 4.12: Personal points of interest for an indoor location with an iPhone 4. The dampening region
radius is: a) 11m and b) 27m.

to actively regulate the localization components. This gives the developer flexibility to build more

power-efficient applications. The total amount of data transmitted and received by the iPhone 4

for different localization duty-cycles is shown in Figure 4.10(c) and Figure 4.10(d) (the Nexus One

reports similar numbers).

The CPU load and memory footprints for the VibN components onthe iPhone 4 are reported in

Figure 4.11. Memory utilization is not impacted by the sensors, except for the map view and LPOIs

on the map. However, the impact on CPU load from all components is evident. Uploading and

downloading data, and playing audio clips require considerable CPU cycles, and imply large battery

drain. These results call for careful use of the audio modality in a mobile sensing application. Our

implementation is such that memory gets released as the application is pushed to the background

(see Figure 4.11). In this way, the performance of the phone is not impacted when VibN runs in the

background, and other applications can be activated concurrently.

4.5.2 Personal Points of Interest

Personal points of interest are generated in two different ways: when the application runs in the

background, and when a person records aVibe it! audio clip. In both cases, given the localization

error (which is larger indoors), we have to ensure that the system does not create different points

of interest for the same physical location. In order to achieve this goal, a dampening scheme is

required. VibN accepts new points of interest only if they lie outside a bounding box centered on

the person’s location. The bounding box must be dimensionedproperly so that significant places are

generated when the person moves to nearby locations and a newsignificant place is warranted. We

evaluated the accuracy of point of interest placement in indoor locations for different dampening

box sizes, ranging in radius from 11 to 60 meters. The result for two indoor locations in adjacent

buildings is shown in Figure 4.12. When the dampening regionhas a diameter of about 30 meters
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Figure 4.13: Spurious clusters caused by continuous location data upload.

and the user moves from location 2 to location 1 in an adjacentbuilding, the significant point of

interest for location 1 is not captured by VibN because it is within the dampening region (see Figure

4.12(b)). We therefore set the dampening region radius to be11 m so that the two locations can be

distinguished (as shown in Figure 4.12(a)). We found this value to be robust across multiple indoor

locations in different locations. We are planning to introduce an adaptive dampening policy based

on the localization error in the future.

4.5.3 Backend Clustering

In this section we discuss the performance of the clusteringalgorithm running in the backend to

compute LPOIs. We rely on the DBSCAN clustering algorithm [175], which takes two parameters:

the scope of the clustering (eps) and the minimum number of data points (k) necessary to form a

cluster. The algorithm’s performance as a function of several parameter values is shown in Figure

4.14. The raw vibe locations, uploaded from seven differentlocations, are reported in Figure 4.14(a).

After several experiments, we pick k=5 and eps=0.002, whichlead to better clustering accuracy

while minimizing false positives. In fact, when a location is significant, several data points can be

found for that place. We fix the minimum threshold to 5 data points to dampen the impact of false

positives.

We also show the positive impact of the phone data pre-filtering algorithm discussed in Sec-

tion 3.3.2. Continuous data uploads would generate spurious clusters, which are the result of false

positives generated by sparse location data. Figure 4.13 shows the results of multiple phones con-

tinuously uploading data. Data uploads occur at intervals of less than a minute along a path which

includes the locations reported in Figure 4.14(a), and stopfor significant times in the same locations.

The density of the vibes is larger in the original seven locations and lower along the path. It can be

seen from Figure 4.13 that the sparse data along the path, which does not represent points of interest,

can create spurious clusters. Only four of the original LPOIs can be identified (indicated by arrows

in Figure 4.13). Hence the pre-filtering approach on the phone boosts the clustering performance.

109



a) b)

false 

positive

d)c)

Figure 4.14: Backend clustering algorithm performance: a) raw locationdata from seven different places;
b) result of the clustering algorithm with k=1 and eps=0.1; c) result of the clustering algorithm with k=1 and
eps=0.02; d) result of the clustering algorithm with k=5 andeps=0.002
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Figure 4.15: VibN users’ age distribution.

4.5.4 VibN Usage Characterization

We report the application usage by analyzing data collectedfrom the App Store and Android Market

users which, as of the time of writing, is numbered at more than 500.

Demographics.The VibN users demographics characterization is shown in Figures 4.15, 4.16,

and 4.17 for age, gender, and relationship status, respectively. It is interesting to observe that the

average VibN users’ age is below 30 (Figure 4.15).

This data supports the conjecture that the main consumers ofmobile social applications from app

stores are young. There is a slight bias towards female (Figure 4.16) and single (Figure 4.17) users.

These measurements could be used as an indicator that mobilesocial network users are mainly

young, single, with consistent female participation. Thisinformation could be used by developers

as a hint to select the target population of their applications.

Device breakdown.The fraction of Android versus iOS users is shown in Figure 4.18. It is in-

teresting to see that the number of Android users is larger than the number of iOS users. We believe

the reason is that Android OS is supported by many different smartphone models compared to iOS,

available only for Apple smartphones. With its more flexibleprogramming platform and absence of

a review process for the release of an application on the Android Market, Android becomes a very
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Figure 4.17: Single Vs not single breakdown distribution of VibN users.

appealing platform for researchers to quickly roll out mobile sensing applications at scale.

Usage pattern. The daily and weekly usage patterns of the VibN application are reported,

respectively, in Figures 4.19 and 4.20.

It is important to identify the application usage pattern inorder to design a system that is flexible

enough to be responsive when necessary, for example, to handle bursts of users. In particular,

by knowing when users are mostly active, we design the VibN backend in order to: instantiate

more machines to accommodate high loads during day, and makethe clustering algorithm more

responsive during peak hours. This scheduling policy allows resource saving, while driving down

the cost of renting computing power from external cloud services, e.g., Amazon cloud service.

Privacy Settings. In order to use data for research purposes, it is necessary tocomply with the

directives of the Institutional Review Board (IRB) university committee, which requires users to be

informed if their data is going to be used for academic research. To this end, we add an informative

text following the terms of service when the application is downloaded asking the user whether they

Table 4.3: Fraction of users allowing their data to be used for researchpurposes.

Participating Not participating
25% 75%
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Figure 4.19: VibN daily usage pattern.

would like to participate. The breakdown of voluntary user participation versus non participation

is reported in Table 4.3. These numbers point out an important lesson: it is still unusual for people

to download research-oriented applications from commercial app store distribution channels. Thus,

by not fully understanding the mechanisms and the risks involved, people simply opt-out from par-

ticipating. Convincing people to participate to the use of research applications remains a challenge,

causing the slow down of the user-base growth and of the data collection process.

4.5.5 Data Validation

In this section we present experimental results for the datavalidation methodology discussed in

Section 4.3. We combine microblog posts, i.e., from facebook or twitter, with location data, audio,

and activity inference. This helps correct localization error and detect activity misclassification

errors associated with data coming from the wild. Researchers have shown that the combination of

audio and video/image inference could be used to fingerprintand identify places [41].

However, defining scalable classifiers for each possible location based on a pure fingerprint-

ing mechanism might not scale, nor produce accurate classification. To this end, we add an extra

modality, which is the microblog post text, as a further way to refine the classification process. By

comparing geo-tagged reviews from popular review servicessuch as Yelp, or geo-tagged microblog
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Figure 4.20: VibN weekly usage pattern.
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Figure 4.21: Localization error compared to the real indoor pizza restaurant location.

posts (e.g., from twitter) with local search results or GIS databases, we retrieve the most occurring

common keywords. If the found keyword set is not empty, then we have high confidence about the

location where the activity is taking place. Issues might occur for nearby similar business (e.g., two

pizza places few meters apart). In such a case, tie breaking techniques are probably needed in order

to determine where the activity is really coming from. We reserve this to future work investigation.

To evaluate the idea, we carry out experiments with people inseveral locations. We report the re-

sults from one of these experiments where three people go to apizza restaurant at different times of

the day. The actual location of the restaurant and the localization error from their iPhone and Nexus

One are reported in Figure 4.21. The participants are asked to write a twitter message or a Yelp

review when at the location. The keywords distribution extracted from the messages is reported in

Figure 4.22. The keywords that are common to the microblog posts and the Yelp review or local

search results are: “pizza” and “restaurant”. Since there is not any other restaurant in the proximity

of the pizza restaurant, our method allows us to translate the wrong location to the real one.

As discussed in Section 4.3, we rely on Formula 4.1 to weigh classification labels. We adopt

the Euclidean distance metric to measure, for a certain modality, the distance between the feature

vector of newly sampled data with the training data feature vector. From the euclidean distance, we

can determine whether a match exists or not by simply using a thresholding approach. If there is a

match between thei-th feature vector for modalityi and the feature vector expected to be seen for

modality i in the same place, then theFi parameter in Formula 4.1 is set to 1. Figure 4.23 shows the
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Figure 4.22: Keyword count extracted from the microblog messages postedby different people from within
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Figure 4.23:Euclidean distance between feature vectors for different activities, i.e., between sitting/walking
and running.

euclidean distance between the stationary/walking activities and the running activities. It is clear

that it is possible to identify thresholds discriminating between the two states. Now, assume we are

in an indoor location (home, office, restaurant, etc.). If a person tries to deliberately game the system

(for example by rapidly shaking the phone), then the parameter Factivity for the physical activity is

set to 0. Formula 4.1’s numerator decreases, consequently assigning a smaller confidence weight to

the activity performed in the particular indoor location.

4.5.6 User Feedback

The feedback channel allows us to collect valuable information about how to improve the appli-

cation according to users’ experience. For example, users enjoy being presented anonymous and

aggregate information about LPOIs. However, one common suggestion is that VibN should allow

users to connect with other users, either via text or instantmessaging services. Although we have

not yet implemented such a feature, we realize the importance of such a service. Adding a feature

that allows users to post interesting audio vibes to each other or meet other users in LPOIs would

be an interesting option to offer. Several users have expressed an interest in “friending” people they

find interesting, given their significant locations. We planto integrate social networking in future

revisions of the application. Other comments, such as whereto place graphical components of the
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interface, have been helpful to improve the VibN design.

4.6 Related Work

Smartphones are becoming a mainstream platform for realizing mobile sensing applications and

frameworks at scale [41, 181, 59, 85, 182, 43, 183, 14, 15, 48,184]. Several techniques to optimize

the usage of the phone’s resources for continuous mobile sensing applications have recently been

presented [55, 83, 185]. Researchers consider mobile sensors a scalable way to collect sensor data

without the need of fixed infrastructure by using ad-hoc sensors on moving objects such as bikes

[70], or smartphones’ microphone for audio noise mapping [43]. These are examples of techniques

useful to derive sensor data maps of places and cities in a scalable fashion. By analyzing mobile

phones’ location traces, health related parameters such asexposure to pollution can be derived

[42]. Optimal fuel efficient paths can also be retrieved by combining smartphones and car sensors

[186]. At the same time, there is continuous growth of applications designed to promote awareness

of city events [173], or as a means of socially connecting people based on location [187]. These

applications are usually user input driven. More recent applications allow association of audio clips

with individual twitter accounts [188]. Overall, these applications share a similar goal, which is to

meet an increasing interest in gathering real-time information about places and to more efficiently

take advantage of what a city has to offer. The goal of VibN is to meet the demand for real-

time rich content information by exploiting continuous sensing on smartphones. We conjecture

that by being able to characterize places, people, and communities at scale using the ubiquity of

smartphones, while also marrying sensor data and machine inference, we can open the door to

many new dimensions. We may build novel and exciting social networking applications; and we

may design green, health care, and wellbeing applications;or offer new opportunities to urban

planners. These are a few examples of ways to exploit mobile sensing at scale. Researchers have

already started to realize the opportunity behind using large scale application distribution systems

(such as app stores) to collect data who’s scope reaches beyond the boundaries of a research lab

[189] . A study showing how to apply a multi-modality sensingapproach to correct localization

error has been shown in [41]. Sensor data validation in lab setting experiments by relying on user

annotated data is presented in [26][27].

4.7 Summary

In this Chapter we presented the design, implementation, and evaluation of VibN, a continuous

sensing application for smartphones. We discussed the implementation of VibN for the iOS and

Android platforms and showed its performance on the Apple iPhone 4 and Google Nexus One. We

presented the characterization of the application from therelease of VibN to the public through app

stores such as the Apple App Store and the Google Android Market. We reported the characteriza-

tion of the application from the usage of over 500 users usingit worldwide. We showed that VibN,
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by running continuously in the background on mobile phones,is able to characterize the way people

and communities interact with the locations they inhabit. We also presented a novel inferred label

validation methodology to weigh the inferred states from users given the lack of ground truth sup-

port for mobile sensing applications running in the wild. This is a critical issue for mobile sensing

applications. We believe this contribution is an importantstep forward in support of data validation

and data trustworthiness assessment for large-scale mobile sensing application deployments.
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Chapter 5

Conclusion

5.1 Summary

Supported by advanced sensing capabilities and increasingcomputational resources, smartphones

will become ourvirtual companions, able to learn our lives, react, and propose solutions tailored to

personal behaviors and habits.

In this thesis we have taken steps towards the realization ofthis virtual companion vision, by

proposing applications, frameworks, and algorithmic solutions. We followed a systems oriented

approach, in that we relied on live testbeds based on off-the-shelf smartphones to design, implement,

and test each application, framework, and system. We also released some of our mobile sensing

applications, such as CenceMe and VibN, through large-scale application distribution channels such

as the Apple App Store and the Google Android Market. Thus, wehad the opportunity to exercise

large-scale testbeds made of 1000s of people worldwide.

The contribution of this thesis can be summarized as follows.

We presented the design, implementation, evaluation, and user experiences of the CenceMe

application, which represents the first system that combines the inference of individuals’ sensing

presence using off-the-shelf, sensor-enabled mobile phones with sharing of this information through

social networking applications such as Facebook, MySpace,and Twitter. We ported for the first

time, off-the-shelf machine learning algorithms to smartphone devices showing the great potential

of smartphone mobile sensing for the ubiquitous and pervasive computing landscape. This is a

leap forward from previous approaches, which relied on custom-designed sensing and computing

platforms. We highlighted how machine learning on smartphones comes with severe costs that

need to be mitigated in order to make smartphone sensing common place. Some of the costs can

be identified with the need to maintain the phone user experience, in terms of battery duration

and the normal mobile phones operations – that is, making andreceiving phone calls, and leaving

enough computation resources for smooth user interface interaction. We showed that some of the

limitations imposed by a mobile sensing application can be overcome by splitting classification and

computation between the smartphone and the cloud, and by identifying features that are cheap to

compute, yet effective. We showed that duty-cycling sensing and inference routines can be adopted
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to tradeoff the smartphone resource usage versus inferenceaccuracy. We reported on our experience

deploying CenceMe at scale through the Apple App Store distribution system.

We presented Darwin Phones, which aims to address some of thechallenges discovered during

the CenceMe deployments. These challenges are: (i) the sensing context, which renders some of

the sensors unsuitable for some sensing tasks; (ii) mobility, which reduces the time a mobile phone

can be exposed to an event to be sensed; (iii) and limited classifier scalability, because an initially

trained classifier might not be able to perform well in the wild in all possible conditions. Darwin is

an enabling technology for smartphone sensing that combines collaborative sensing and classifica-

tion techniques to reason about human behavior and context on mobile phones. Darwin advances

smartphone sensing through the deployment of efficient but sophisticated machine learning tech-

niques specifically designed to run directly on sensor-enabled smartphones. Darwin introduces a

distributed and collaborative mobile computing evolve-pool-collaborate framework. By evolving

automatically from the user, a classifier can tune its performance on-the-go with limited human in-

tervention. Classification model pooling is a technique introduced to save computational and energy

resources on the phone by pooling already available classification models from either surrounding

devices or from the cloud. Moreover, by pooling classification models, the inference phase can start

immediately after pooling, making the inference more responsive since there is no need to train a

classifier from scratch. Finally, when multiple smartphones sense the same event, they can collab-

orate in the inference phase to mitigate the inference errors introduced by the sensing context and

mobility.

We finally presented VibN, a large scale mobile sensing application designed to run on both

Apple mobile devices and Android platforms. Researchers are given an unprecedented opportunity

to move their research outside research laboratories by deploying mobile sensing applications at

scale through large-scale distribution platforms such as the Apple App Store and the Google An-

droid Market. The goal of VibN is to exploit a large-scale mobile sensing application to characterize

communities and places as never possible before, providingreal-time contextual information about

places not available through the current technology, e.g.,local search. We discussed the importance

of the need for a validation methodology for inferred labelscollected from sensing applications run-

ning in the wild. We showed the results from our preliminary design of the validation methodology

and the path toward the future development of a complete and effective solution. Data validation is

a key step towards the large-scale adoption of mobile sensing technology.

The work presented in this thesis helps spearhead a new area of research on smartphone sensing

and opens up new challenges in mobile computing research.

5.2 End Note

The smartphone is to the 2010s as the Internet was to the 1990sand 2000s. This is the beginning

of the smartphone era and it will be even more so in the next decade. The migration from pure

vocal service driven cellular terminals towards more capable and intelligent mobile devices such as
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smartphones and tablets, has changed and accelerated the way we reason about mobile computing,

and consume information and data. The fast-paced smartphone evolution lends itself to the idea

that in the near future people will replace their laptops with what I call smartops, i.e., the next

generation of mobile and high-computing devices integrating the features of current smartphones

with the capabilities of modern laptops.

In this scenario, mobile sensing will play an even more dominant role and we will see the

proliferation of new sensing applications and systems at large scale in the areas of social networks,

green applications, global environmental monitoring, personal and community healthcare, sensor

augmented gaming, virtual reality, and smart transportation systems.

To be front and center in pushing this vision forward, there are several research threads I would

like to pursue in order to make continuous sensing on mobile phones ready for prime time. I am par-

ticularly interested in developing a complete solution forthe data validation methodology, carrying

on along the path of bridging different sensing modalities and harvesting data from external sources

of information (e.g., GIS databases, ATUS, Foursquare, Yelp, etc.) to provide better confidence

levels about the nature of an inferred label coming from the wild.

We still have a long way to go if we want to turn our smartphonesand smartops into virtual

companions that are able to learn our lives, propose customized suggestions, and act as intelligent

personal assistants. Research is needed to conceive smart algorithms that learn and adapt transpar-

ently to a user while reacting to their actions in order to provide suggestions that facilitate produc-

tivity, change their social experience, or improve their well-being. I am interested in working in this

area to help lay the groundwork towards the successful integration of virtual companions on our

smartphones and smartops.
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Appendix A

Refereed Publications as a Ph.D. Candidate

My refereed publications as a Ph.D. candidate are listed below, including those that are currently

under review. Work in preparation and technical reports areomitted. The published work includes

ideas that are indirectly related to the central theme of this thesis, including the MetroSense archi-

tecture, an early mobile sensing application (BikeNet), a short-range radio characterization for mo-

bile sensor networks, a calibration framework for mobile sensing systems (CaliBree), opportunistic

versus participatory mobile sensing studies, and a MAC protocol for sensor networks (Funneling-

MAC).

A.1 Journal Publications

1. Emiliano Miluzzo, Nicholas D. Lane, Kristóf Fodor, Ronald A. Peterson, Hong Lu, Mirco

Musolesi, Shane. B. Eisenman, Xiao Zheng, and Andrew T. Campbell. A Mobile Sensing
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Sensor Networks.

2. Emiliano Miluzzo, Cory T. Cornelius, Ashwin Ramaswamy, Tanzeem Choudhury, Zhigang

Liu, Andrew T. Campbell. A Distributed and Collaborative Inference Framework for Smart-

phone Sensing Support. Submitted toACM Transaction on Sensor Networks.

3. Gahng-Seop Ahn, Emiliano Miluzzo, Andrew T. Campbell, SeGi Hong, and Francesca

Cuomo. A Localized, Sink-Oriented MAC for Mitigating the Funneling Effect in Sensor

Networks, Submitted toComputer Networks.

4. Shane Eisenman, Emiliano Miluzzo, Nicholas Lane, RonaldPeterson, Gahng Seop Ahn, and

Andrew T. Campbell. BikeNet: A Mobile Sensing System for Cyclist Experience Mapping,

ACM Transactions on Sensor Networks (TOSN), Vol. 6, n. 1, December 2009.
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A.2 Magazine Publications

5. Nicholas D. Lane, Emiliano Miluzzo, Hong Lu, Daniel Peebles, Tanzeem Choudhury, An-

drew T. Campbell. A Survey of Mobile Phone Sensing, InIEEE Communications Magazine,

pp 140–150, September 2010.

6. Andrew T. Campbell, Shane B. Eisenman, Nicholas D. Lane, Emiliano Miluzzo, Ronald A.

Peterson, Hong Lu, Xiao Zheng, Mirco Musolesi, Kristoóf Fodor, and Gahng-Seop Ahn, The

Rise of People-Centric Sensing, InIEEE Internet Computing: Mesh Networking, pp 12–21,

Jul/Aug 2008.

A.3 Conference and Workshop Publications

7. Emiliano Miluzzo, Michela Papandrea, Nicholas Lane, Hong Lu, Andrew T. Campbell. Pocket,

Bag, Hand, etc. - Automatically Detecting Phone Context through Discovery, InProc. of First

International Workshop on Sensing for App Phones (PhoneSense’10), Zurich, Switzerland,

November 2, 2010.

8. Emiliano Miluzzo, Nicholas Lane, Hong Lu, Andrew T. Campbell. Research in the App Store

Era: Experiences from the CenceMe App Deployment on the iPhone, InProc. of The First

International Workshop Research in the Large: Using App Stores, Markets, and other Wide

Distribution Channels in UbiComp Research, September 26, 2010, Copenhagen, Denmark.

9. Emiliano Miluzzo, Tianyu Wang, Andrew T. Campbell. EyePhone: Activating Mobile Phones

With Your Eyes, InProc. of The Second ACM SIGCOMM Workshop on Networking, Systems,

and Applications on Mobile Handhelds (MobiHeld’10), New Delhi, India, August 30, 2010.

10. Emiliano Miluzzo, Cory T. Cornelius, Ashwin Ramaswamy,Tanzeem Choudhury, Zhigang

Liu, Andrew T. Campbell. Darwin Phones: The Evolution of Sensing and Inference on Mo-

bile Phones, InProc. of Eighth International ACM Conference on Mobile Systems, Applica-

tions, and Services (MobiSys’10), San Francisco, CA, USA, June 15-18, 2010.

11. Emiliano Miluzzo, James M. H. Oakley, Hong Lu, Nicholas D. Lane, Ronald A. Peterson,

Andrew T. Campbell, Evaluating the iPhone as a Mobile Platform for People-Centric Sensing

Applications”, InProc. of Intl Workshop on Urban, Community, and Social Applications of

Networked Sensing Systems (UrbanSense’08), Raleigh, NC, USA, Nov. 4, 2008.

12. Emiliano Miluzzo, Nicholas D. Lane, Kristóf Fodor, Ronald A. Peterson, Hong Lu, Mirco

Musolesi, Shane. B. Eisenman, Xiao Zheng, Andrew T. Campbell, Sensing Meets Mobile So-
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Proc. of 6th ACM Conference on Embedded Networked Sensor Systems (SenSys’08), Raleigh,
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